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INTRODUCTION...",
. '.,-

1.1 The Northeast Artificial Intelligence Consortium

The Northeast Artificial Intelligence Consortium (NAIC) is a group of
eight institutions of higher learning organized for the purpose of developing
research and education in Artificial Intelligence (AI). The participating
institutions are:

State University of New York at Buffalo, Buffalo, New York

Clarkson University, Potsdam, New York

C olgate University, Hamilton, New York.--..

The University of Massachusetts at Amherst, Amherst, Massachusetts

Rensselaer Polytechnic Institute, Troy, New York

Rochester Institute of Technology, Rochester, New York

The University of Rochester, Rochester, New York

Syracuse University, Syracuse, New York.

Researchers at each institution have their own expertise and interests and
are addressing a varied group of problems in AI that are of interest to the
Air Force. Each of these problems has been viewed as a more or less distinct

task and as such each research group has submitted a complete report covering
the research task(s) undertaken at its institution during the last year.
Therefore the task(s) at each institution is reviewed in a separate section of
this report. The first page of each of these sections is a detailed table of ..-.

contents for that section. A more general outline of each research section is
included in the main table of contents. A list of references or a
bibliography is included in each section as needed. Research papers, where
available, to substantiate these reviews are included in the body of the
review or as attachments at the end of each section. These things were done
to aid the reader in the understanding of each section.

1.2 The Topics Under Study and the Principal Investigators (P.I.s)
at Each Institution:

A) VMES: A NETWORK-BASED VERSATILE MAINTENANCE EXPERT SYSTEM

P.I.s: Stuart C. Shapiro and Sargur N. Srihari
Department of Computer Science
State University of New York at Buffalo
Buffalo, NY 14260

Report submitted by:
Stuart C. Shapiro

-. .-'.. .



Sargur N. Srihari .
Janes Geller, Graduate Research Assistant
Ming-Ruey Tae, Graduate Research Assistant
Scott S. Campbell, Graduate Research Assistant

B) DISTRIBUTED PROBLEM SIVING

P.I.s: Susan E. Corry, and Robert A Meyer
Electrical and Computer Engineering
Clarkson University .-

Potsdam, NY 13676
and

Janice E. Searleman .'--"
Mathematics and Computer Science
Clarkson University
Potsdam, NY 13676

Report submitted by:
Susan E. Conry
Robert A. Meyer
Janice E. Searleman S

w'. " -. f.

., C) PLANNER SYSTEM FOR THE APPLICATION OF INDICATIONS AND WARNING
P.I.: Sergei Nirenburg

Computer Science Department
Colgate University 0
Hamilton, NY 13346

Report submitted by:
Sergei Nirenburg

D) PLAN RECOGNITION, KNOWLEDGE ACQUISITION AND EXPLANATION S

IN AN INTELLIGENT INTERFACE

P.I.s: Victor Lesser, W. Bruce Croft and Beverly Woolf
Department of Computer and Information Science
The University of Massachusetts

* Amherst, MA 01003

Report submitted by:
Victor Lesser
W. Bruce Croft
Beverly Woolf '

E) AUTOMATIC PHOTO INTERPRETATION

P.I.s: J. W. Modestino and G. Nagy
Electrical, Computer and Systems Engineering Department
Rensselaer Polytechnic Institute

Troy, NY 12180-3590 "
4 '%A %

S 02I' J, .]

' - - " v -. -- ,"-. -" -" . ."-. ." " " ," '-. ." ."-. -"-" ." " " " " ,""- -'" " ." -'-- - . % -- x -e ;Ne :



Report submitted by:
J. W. Modestino
G. Nagy

F) SPEECH UNDERSTANDING RESEARCH

P.I. : Harvey Rhody
RIT Research Corporation
75 Highpower Road
Rochester, NY 14623

and
John A. Biles
Comiputer Science Departmient
Rochester Institute of Technology
Rochester, NY ~

Report submitted by:
Harvey Rhody

G) TIM~E-ORIENTED PROBLEM Sa..VING

P.1. : Janies F. Allen
Caiiputer Science Department
The University of Rochester
Rochester-, NY 14627

Report submitted by:
Janes F. Allen kLA

H 1) COMPUTER ARCHITECTURE FOR VERY LARGE KNOWLEDGE BASES

P.I.: P. Bruce Berra
Electrical and Computer Engineering
Syracuse University
Syracuse, NY 13210

Report submitted by: - r-
P. Bruce Berra

2) KNOWJLEDGE BASE MAINTENANCE USING LOGIC PROGRAMMING
METHODOLOGIES'

P.1.: Kenneth A. Bowen
School of Computer and Information Science
Syracuse University
Syracuse, NY 13210

Report submitted by:
Kenneth Bowen
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s# Part. I Device Modeling and Fault Diagnosis of VMES .,

1. INTRODUCTION '-a.
We are developing a versatile maintenance expert system ES) for trouble-shooting--'

digital circuits. +"

Some diagnosis systems, such as MYCLN [19] for medical diagnosis and CRIB [5] for
computer fault diagnosis, are built on rules which represented empirical associations.
Though these systems have had considerable success, there are some important drawbacks:
knowledge acquisition from domain experts is difficult, all possible faults (diseases) have to
be enumerated explicitly which results in a limitation of the diagnosis power, and they "'a"
have almost no capability of system generalization. .,...,

As a solution to difficulties of empirical-rule-based diagnosis systems, structural and 0
functional descriptions have been widely used by Al researchers in the domain of fault
diagnosis [3.4]. The knowledge needed for building such a system is well-structured and
readily available at the time when a device is designed. There is no need to explicitly
enumerate all possible faults since they are defined generically as violated expectations at
the output ports. This approach makes the adaptation for the system to a new device much
easier, because the only thing needed is to describe the device to the system. 0

To test this idea, we have implemented a diagnosis system that has successfully pin-
pointed the faulty part of a multiplier, adder board, a favorite example for researchers in
this field (see e.g. [3),.)

An important aspect of our research is to find a good knowledge-representation
scheme to support the diagnosis and the construction of a versatile maintenance system. 0
We have implemented our system in the SNePS Semantic Network Processing System [16).
Advantages are: (1) structural and functional knowledge is integrated into a single net-
work; (2) reasoning is done by rule-based inference; (3) diagnosis assumptions can be han-
dled in a natural way; (4) the deduction process can be monitored; (5) inference can also be .-.. "-'.

traced graphicall'; (6) the representation can easily be expanded and modified: (7) pro-
cedural knowledge is represented and used, (8) it is smoothly interfaced with LISP.

Version 1 of our implementation uses a hand-coded description of the device. An
intermediate user, who adapts the system to a specific device, needs to hand-code all the -..- -
structural and functional details of the device, even that a lot of parts are of the same com- , ..

ponent type. Since versatility is a goal, the system was redesigned as Version 2. It contains '. .
a kind of type declaration to build a component library. This has enhanced the versatility
of the system quite significantly. We successfully adapted the system to a new device with
minimum effort by just adding the descriptions of new components to the system.

A brief description of the implementation of Version 1 appears in the next section.
Section 3 contains a detailed description of our current implementation (Version 2) along
with an annotated demonstration. Section 4 and 5 are discussions and future work. .-,'-

2. VERSION I .
This section contains a brief description of our earl\V implementation of VMES. A,,- .7.

board of three multipliers and two adders was used as the target object tc be diagnosed. ,

The structural description was hierarchical, which made it possible to focus on the
relevant part of the device at any time during the diagnosis. The structural description S
was hard-wired, every detail of the device needed to be entered by hand. Examples are:

. . -.- . . . '

. . . . . . . . . . . . . . .. . . .'~~* * *".. . . . .
..................
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In SNePS codes In English ,-

A.0

(build object D1 The object D1 is of M3A2 type; rI
type M3A2 it has three inputs and two outputs
inpi Dlinpl named in order as Dlinpl, Dlinp2,
inp2 Dlinp2 Dlinp3. Dloutl and D~out2;
inp3 Dlinp3 it is consists of 5 sub-parts: DIM 1,
outi Dloutl DIM2, DIM3, DIAI and D1A2.
out2 Dlout2
sub-part (DIM1 D1M2 D1M3

DIMl DIA2)
super-part NIL)

(build object DWMI The object DiMI is a MULTiplier.
type MULT it has two inputs and one output
inpi DiMlinpl named in order as Diinpi. Dlinp2, -

inp2 DlMiinp2 and Diouti. It has no sub-part and
outl DiMloutl it is part of D1.
sub-part NIL
super-part D1)

(build f rom Dlinpl There is a wire connection from
to (DiMlinpi DiM2inpl)) Dlinpi to DiMlinpi & DIM2inpi. *-

* Only one wire connection description, which actually represented two wires, is shown
*here. And similar codes for DIM2, DiM3, DIAl and DiA2 were required since the struc-X

tural description was hand-coded.

Functional definition was implemented as a template of the SNePSUL function node
[i17]. Unlike the structural dekription, the functional description was associated with each
type of the components rather than the parts themselves. An example was:

In SNePS code: 
%

(dp ADDER (inpi inp2 outi)
(cond ((eq (plus inpi inp2) outi) (succeed true))

Qt (succeed false))))

In English: ' *

For an adder. it is good if the two inputs sum to the output,
it is bad otherwise.

The function description gave an explicit definition~ to decide whether a component was

6%
%--

% %



malfunctioning. It did not explicitly depict what the function of an adder was, which was .. .
required in order to simulate the behavior of an adder. And for every, type of component, ..-.
it needed its own rule for finding violated expectation at the output ports. The rules, in•
English, looked like: .. ,...

If an object is an adder and all its input and output values are .,-
known, then one and only one of the following is true: ,

1). the object is functioning well, which can be infered from
the adder function description; _

2). there is a violated expectation at its output,.~.:.

The inference engine for fault diagnosis followed a simple control structure. It is•
similar to that of the current implementation, and is discussed in the next section.

3. VERSION 2..

This section contains a full description of our current system implementation. The -'.-'
systern consists of two major parts: the device representation and the inference engine. The
device representation is further divided into structural and functional descriptions. An ,_
annotated demonstration of the system is at the end of this section. ----

3.1. Device Representation --. '

The current implementation of vVES includes a complete redesign of the device .. ',. .
representation in both the structural and functional description. The disadvantages of
the hand-coded description have been removed, and major progress has been made .,.

N" . ,," r

toward an ultimately versatile system. '.'re"

3.1.1. Structural Description',:-Once again, only the logical structure of the device is represented and used for

diagnosis in our current implementation. Instead of hand-coding every detail of themponent,
device, the sstem keeps a component library which know ever. "type" of corn-
ponent. Each component type is abstracted a t les and represented b two
SNePS rules which are categorized as instantiation rules. The structure of the device floi ngistr
is still represented in a hierarchical way through the parts hierarchy. Sub-parts of

the device are instantiated only when they are needed. This increases memory I
efficiency..'' .. ,

At level-I instantiation, an object is built as a module (a black box) with its.-.-,'
1/0 ports and a pointer to its functional description. The functional description is
implemented as a LISP function which simulatesinfers the value of one port in
terms of the others. This will be discussed later. aspeotltuu.Ii

At level-2, the sub-parts of the object at the next hierarchical leve! is built, and

the wre connections between the object and its sub-parts, as well as those among the
sub-parts themselves are made. Each sub-part isatin and i name which is an exten- . -

sion of the name of tts super-part (the object), and t is instantated at level-1 so that
its / ports are available for the wire connecons.

Several typical mstantiation rule s are als a __omle dsnfh ei

.-:.-,.-'.-

ALn annotations are shown in italics. t dcie nd du f
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i" ~~All types of components are described as:...'e]"level-] description: 1/0 ports and functions. d" "1 -P
level-2 description: sub-parts and connectwns. -it I

0

; The folowing two SNePS rules describe..',, .: the M3A2 type components: redescribed"s:

I (build
avb $x"
ant (buld object *x type M3A2 state TBI-LI)"

cq (build inpon-of *x inp-id 1) = vINP,
cq (build inport-of *x inp-id 2) = vINP2
cq (build inport-of *x inp-id 3) - vLNP3
cq (build outport-of *x out-id 3) = vOUTI *

cq (build outport-of *x out-id 2) = vOUT2

cq (build port *vOUT1 f-rule M3A2outl Ie
pn 3 pl *vINPI p2 *vINP2 p3 *vINP3) .

cq (build port *vOUT2 f-rule M3A2out2 .- ."

pn 3 pl *vINP1 p2 *vINP2 p3 *vINP3] ',
)S

; The first three lines says that "if x is an M3A2 and is to be
: instantiated at level-I (TBI-LI), then do the follows:"
; The next five lines instantiate the il'o ports.
; The last two "builds" link the output ports to the functional
: description of the object. The first one says "to simulate the
; value of first output, uses the function M3A2out 1 which takes 0
: three parameters: the inputs of the object x in order."
; Similar links can be done for all input ports if we want to infer
. their values from other i/o ports.

(build -

avb *x S

ant (build object *x type M3A2 state TBI-L2)
cq (build

avb ($xpl Sxp2 Sxp3 Sxp4 Sxp5)
ant (build name: Give-PID-M3A2 object *x

P pl *xpl p2 *xp2 p3 *xp3 p4 *xp4 p5 *xpS)
cq ((build object *xpl type MULT state TBI-Li) 0

(build object *xp2 type MULT state TBI-LI)
p. (build object *xp3 type MULT state TBI-LI)

(build object *xp4 type ADDER state TBI-LI)
(build object *xp5 type ADDER state TBI-LI)
(build super-part *x "-o

sub-parts (*xpl *xp2 *xp3 *xp4 *xpS)) * .-Op
(build from *vINPI

to ((build inport-of *xpl inp-id 2)
(build inport-of *xp2 inp-id 1)))

to save space, not all wire connections are shown here. "
P (build from (build outport-of *xp3 nut-id I)

to (build inport-of *xp5 inp-id 2)) . J"
(build from (build outport-of *xp5 out-id 1)

to *vOUT2]

. %8
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: The first seven lines say: "if x is an M3A2 at TB1-L2. uses the """.s
: function Give-PID-M3A2 to get the names for its sub-parts" .,,.,
: The next seven lines declare the types of the sub-parts and wildl €" '-
: activate appropriate rules to instantiate them at their level-1 I
; instantiation. The super-part/sub- parts hierarchical relation

:between the object x and its sub-parts is built also.
The remainders connect the wires between x and its sub-parts as

w ell as those among the sub-parts themselves. . ..

The following two SNePS rules describes. ".'....: the MULTiplier type components:."V .. . ., -. '

(build 0
ant (buid object *x type MULT state TBI-L1)B"-L- uses-th
cq (build e nport-of *x inp-id 1) t v oNPI tesbpranwil
cq (build eport-of *x np-id 2) = vNP2 is"bu ,also.
cq (build outport-of *x out-id b) = vO TI ""n -ssu-arsa

cq (build port *vOUT1 f-rule MULToutl
pn 2 pl *vlNP1 p2 *vlNP2] 1",.'-

(build.-'-...-.
avb *x""'"""
ant (build object *x type ML'LT state TBI-L2) ",",r'""
cq (build super-pan *x sub-parts IamDRslJ s

: Please note that the level-2 instantiation will not instantiate any v/.
: sub-part since a multiplier is regarded as a Depot Replaceable*"...-.: Unit (DRU) and there is no need to represent its details.

All instantiation rules are stored in a file, which is regarded as a components

libaT. epeantuind objescturtye ofL atvie vteinsatitoLrlsan)h

use of a components library gve the system several mportant advantages. We do -''.

not have to hand-code three almost identical multipliers on OUT example digital cir- 7'.-.,
cuct board; the informapon ts generated by the system Only when required during
the course of diagnosis. This should minimize the onstruction effort during the ss-" NU
ter c development period, and should also gain some memory efficiency during diag

nosis. This is especially important in a memory critical environment. .. ,.

Although instantiation during diagnosis is good for memory efficiency, it is -' ''
slow er during diagnosis. To overcome this problem without degrading the benefit of 0" '-
fast system construction, we designed the representation in a way which allows.-,---.-
pre-instantiation of the device before diagnosis. This ran be done easily by changing-"--'.-
all TBI-L2 nodes in the components library to TBI-LI. Since the instantiation rules.,.,..'
are used in a forward %, av, If a device is declared to be some type at its level-I -.-. '.'.
instantiation, it would activate all required instantiation rules throughout its struc- e _',

(ural hberarchies and build every detail of the devce. This design gives the system
one more dimension of 'ermullty, namely that the sstem is versatile n both,
memorU-citDcal and d tagnosis-speed -critcal sntuations.

9.= ===
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The most important advantage of the current implementation is the extreme
ease .n adapting the system to other devices. Al that the system adapter has to do is
to add the structural and functional information of the "new" component types to
the components library and the functions library, which will be discussed later. A
new component type is defined as a component type which has not been described to
the component library. The new device itself is a new component type by our %
definition. The effort required to adapt the system to new devices should be minimal
since digital circuit devices have a lot of common components, and the structural and N'-%'.1
functional description should be readily available at the time when a device is
designed.

3.1.2. Functional Description

In Version 1, the functional description was actually a testing procedure which
could only be used to decide whether a component was malfunctioning. It had two
main drawbacks: the description could not be used to simulate the behavior of the
component, and every component type required its own associated SNePS rule for
finding violated expectation at its output ports.

Version I offended a theoretical basis of fault diagnosis. It implemented the
strategy:

If the component is malfunctioning,
there is violated expectation at its output. 9

But it should be the other way around:

If some violated expectation is observed at the outputs,
the component is malfunctioning.

And the violated expectation should be defined generically as: ... ,

If there is a mismatch between the expected (calculated) value and the
observed (measured) value at some output, it is a violated expectation.

The functional description should be useable to simulate the component
behavior, i.e., to calculate the values of output ports if the values of the input ports,
are given. It should also be useable to infer the values of the input ports in terms of
the values of other I/O ports. This is important if hypothetical reasoning is used for
fault diagnosis. Though we have only used the functional description to calculate
the value at the output port, our representation scheme can be used both ways.

The functional description is implemented as a LISP function, which calculates
the desired port value in terms of the values of other ports. Every port of a com-
ponent type has such a function associated with it, the link between the port and
the function had been described in the structural description. Since different ports of ".'-"

different component types might have the same function, some functions can be
shared. Several examples of the functional description as well as the SNePS rule
which finds the violated expectation are as follows:

.%.,..

All annotations are shown in italics.

%I'

Below is the function for the first output port of M3A2 type objects

(defun M3A2outl (inpl inp2 inp3)
(plus (product inpl inp2 ) ..

... %.. . - N%
10
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0

(product inpl inp3)))
e .-

Below is for the single output port of MULTiplier type objects ,. *

(defun MULToutl (inpl inp2)
(product inpl inp2))

; Below is an artificial example to show a function shared by several
; different component types such as the super-buffer, the wire or the
: 1-to-I transformer. All these component types show the same behavior
; at our level of component abstraction: echo the input to the output.

(defun ECHO (inpl)
inpl)

; The SNePS rule below is the only rule for concluding a violated
: expectation. it is actually part of the inference engine. It is 0
: displayed here to show the benefit of the functional description of
: our current implementation.

In SNePS code:

(build
avb ($p Svc Svm)
&ant ((build port *p value *vc source calculated)

(build port *p value *vm source measured))
cq (build

min I max 1
arg (build name: THEY-MATCH pl *'c p2 *vm)
arg (build port *p state vio-expct]

In English:
'J° . -*.

If the calculated and measured values of port p are known as vc & vm.
one and only one of the follows is true: --

1). vc and vm match-,
2). port p displays a violated expectation.

As depicted above, the functional description is versatile in that it supports the
simulation and the inference of the device behavior, it supports hypothetical reason-
ing; and the representation scheme is quite simple. -" '

..

3.2. Inference Engine

The inference engine for fault diagnosis follows a simple control structure. It
starts from the top level of the structural hierarchv of the device, tries to find the out- ..0 ..V
put ports which show a violated expectation, and then uses the structural description to ,

find a subset of components at next hierarcliLal level which might be responsible for . .'.

11 -'m eP 'V,.
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the bad outputs. The process is then mapped down to the suspicious parts, and a part is
declared faulty if it shows some violated expectation at its output port and it is at the
bottom level of the structural hierarchy, ie. it is the smallest replaceable unit and 0"'
there's no need to examine its details. 0

The inference engine is a rule-based system implemented in the SNePS Semantic -,,..
Network Processing System. The control flow is enforced by a LISP driving function
called "diagnose". SNePS can do both forward and backward inference, and it is capable
of doing its own reasoning to diagnose the fault. The LISP driving function is intro-
duced for execution efficiency.

A small set of SNePS rules is activated at every stage of the diagnosis. For exam-
ple, three rules are activated when reasoning about a possible violated expectation of a

'-" specific port of a device. One rule is to deduce the measured value of the port. If the
value can not be deduced from the wire connections, the rule would activate a LISP
function which asks the user to supply one. A similar rule is for the calculated value, "
and the last rule is to compare the two values to decide if there is a violated expecta-
tion. The last rule has been shown in the section on functional description. -

The diagnosis strategy along with the combination of a LISP driving function and
SNePS rules turns out to be very effective. The diagnosis can be monitored by the
SNePS text or graphic inference trace. The graphical trace is only available for Version
1, but will be implemented for Version 2. Another new feature of Version 2 is that it 0
warns the user if the diagnosis is incomplete due to insufficient information.

3.3. Demonstration Example

An annotated demonstration is shown below. The target device is an M3A2 type
board. The board has three input ports and two output ports, and it has five sub-parts:
three multipliers and two adders. The multipliers and adders are DRU's, thus the dev-
ice has only two levels in its structural hierarchy. The structure of the test device DI
is shown in Figure. 1.

ALl annotations are shown in italics. 0

Many output listings were removed and the SNePS inference trace
was turned off so that the demonstration did not get too long.

-VU

Run the SNePS system which is written in Franz LISP.
The computer used is a VAX 11/750 at Dept. of CS, SUNY at Buffalo.

% sneps
Franz Lisp, Opus 38.79 .

Thu Sep 12 20:37:18 1985 •

sneps

The SNePS prompt is the asterisk.

Bring in all arc definitions used by the network. 
(mtext ARCS)

(done reading from ARCS)

12
... -.-
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-. ,,I ...

-; ..-*...-..:

exec: 0.95 sec gc: 0.00 sec

Bring in the COMPonent library:
* (intext COMP) S

' (done reading from COMP) .0,
exec: 19.08 sec gc: 0.00 sec -

Bring in the CONTrol rules, ie., the inference engine:
(intext CONT)

(done reading from CONTl) J.-

exec: 7.03 sec gc: 0.00 sec

: Load in the functional descriptions:
(I(load "FLNC)).-2

t•
exec: 1.21 sec gc: 0.00 sec

Declare the device DI to be an M3A2 type object:
* (device-setup DI M3A2)

This activates the level-I instantiate rule of the M3A2 type,
: and build the 1,0 ports and their function pointers as follows: 0(m121 (state (TBI-L-1)) (type (M3A2)) (object (D1))) ""-

(m122 (inp-id (3)) (inport-of (DI)))))
(m123 (inp-id (2)) (inport-of (D1))))) '-'.-

(m124 (inp-id (1)) (inport-of (D1))))) "1
(m126 (p3 (m122 (inp-id (3)) (inport-of (D))))

(p2 (m123 (inp-id (2)) (inport-of (DI))))
(pl (m124 (inp-id ()) (inport-of (DI))))
(pn (3))
(f-rule (M3A2out2))
(port (m125 (out-id (2)) (outport-of (Dl)))))

(m128 (p3 (m122 (inp-id (3)) (inport-of (DI))))
(p2 (m123 (inp-id (2)) (inport-of (DM))))
(pl (m124 (inp-id (1)) (inport-of (D))))
(pn (3))
(f-rule (M3A2outl))
(port (m127 (out-id (1)) (outport-of (D)))))

done
exec: 32.06 sec gc: 3.30 sec 0

The follows builds the values of 1/0 ports of DI:
(build port (find inport-of D1 inp-id 1)

value I source measured]
(build port (find inport-of DI inp-id 2)

value 1 source measured]
* (build port (find inport-of D1 inp-id 3)

value 3 source measured]
Next one should be 4. but a 2 is observed for this case: .1
(build port (find outport-of D1 out-id 1)

value 2 source measured]
(build port (find outport-of DI out-id 2)

value 6 source measured]

414
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%0.%I

Begin the diagnosis session for device DlI:
* The messages prefixed by ai are from the driving function.

(diagnose Dl)

@"diagnose DI: finding vio-expct-
;If the SNePS inference trace were on, it would show that the system found
the first output of DI was a violated expectation, and the other was not.

@"iiadding TBI-L2 for DI .- 4
Dl is instantiated at level-2 since fiurther investigation is needed.

@" adding TFS for Dl..
;Now, a state called TFS (To Find Suspects) is added for Dl. This
:activates the rules which find suspicious sub-parts of Dl:

ii suspects created: (DIAl DIMI DEW2)
Note that DJA2 and DIM3 are not suspects.

The diagnosis process is mapped down to each suspect:

0

ca*c diagnose DIAl: finding vio-expct ..

What is the value of port
(m155 (inport-of (DiAl) (inp-id (1)))Z
value.'njfl 1

What is the value of port
(m156 (inport-of (DIAl)) (inp-id (2)))
value,, nil? 3
:The system asks the user to supply measured values of ports if they
:can not be deduced from the wire connections:

*i-C adding TBI-L_2 for DiAl ..

- DIAlI is faulty by vio-expct &DRU
DIAl is found to be faulty since it is a DRU and behaves abnormally.

@'a~ diagnose DiMI: finding vio-expct

D DI\1I shows no problem

Sdiagnose DiM%2: finding vio-expct

s*gDl\12 shows no problem

:Note that both DIM] and DIM2 are not instantiated at Ievel-2
;since they do not show any violated expectation at their outputs.
:Also note that the values of their PO0 ports are not requested since
thev can be deduced by the system.

15
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A final report is given by the system:
>>> I GOT THE FAULTY PARTS AS >>>>>
(m237 (state (faulty)) (object (DIAl)))
(dumped)
exec: 398.35 sec gc: 74.73 sec

; The user can check all intermediate and final results:
only a small part of it is shown below.

* (desc *nodes -*oldnodes)

(m255 (arg
(m254 (state (vio-expct))

(port (m150 (out-id (1)) (outport-of (DIM2))))))
(max (0))
(min (0)))

The first output of D1M2 shows no violated expectation. , .
(m253 (source (calculated)) .,, -.

(value (3))
(port (m150 (out-id (1)) (outport-of (DIM2)))))

The calculated value of the first output of DIM2 is 3.
(m187 (to (m125 (out-id (2)) (outport-of (Dl))))

(from (m186 (out-id (1)) (outport-of (DIA2)))))
A wire runs from 1st output of DIA2 to 2nd output of D.

(m166 (sub-parts (DIMI) (D1M2) (D1M3) (DiA1) (DIA2)) (super-part (DIM)))
The sub-parts of D1 are DiM1, D1M2, D1M3, DIAl and DIA2. .-..

(m165 (state (TBI-L1)) (type (ADDER)) (object (DIA2)))
D1A2 is an ADDER, and has been instantiated at level-I. 0

(dumped)
exec: 15.25 sec gc: 0.00 sec

* (exit) -.

No files updated.

4. DISCUSSION

An important aspect of our research is to find a good knowledge-representation 0
scheme to support diagnosis. Many researchers use standard predicate logic, but this has

* several drawbacls: the representation, the resolution technique, and the diagnosis assump-
tions seem fairly unnatural. We have implemented our system in the SNePS Semantic Net-
work Processing System (16]. Advantages are: (1) structural and functional knowledge are "
integrated into a single network; (2) reasoning is done by rule-based inference; (3) diagnosis -
assumptions are handled in a natural way; (4) the deduction process can be monitored; (5) 0

inference can also be traced graphically; (6) the representation can be easily expanded and -.

modified; (7) procedural knowledge is represented and used; (8) it is smoothly interfaced
with LISP.

The structural description is represented by instantiation rules at two different levels.
This scheme turns out to be very effective and flexible. It can be used to pre-instantiate the

-" target device with only little change. We ran the same example as the one used in the last -. ",-.-
section in both regular mode, which did the instantiation only when needed, and the pre-

" instantiation mode. As expected, the former was memory efficient, and the latter was good

.- 16 .
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for diagnosis speed. For the example of the M3A2 type device, the latter was four times %

faster than the former.

The main feature of our device representation scheme is the versatility of the system.
To adapt the system to new devices, the only thing that needs to be done is to add new
components to the system's libraries. In order to test this idea as well as the suitability of
hierarchical structural representation, we invented a new device type called XM3A2 and

,. - ,.'_ e%
put it into the system. The XM3A2 type has three inputs and two outputs, and only has a
single sub-part which is of M3A2 type. Actually, it is a device which has an extra layer
of packaging on an M3A2 type device. The M3A2 type has been known to the system, 0
thus only the XM3A2 needed to be described to the system, and the description is two sim-
pie instantiation rules. There is no need for new functional description since the function
of XM3A2 is the same as M3A2. The device has three levels of structural hierarchy, and
our test successfully found the faulty part at the lowest level. Though the example of
XM3A2 is somewhat simple, it displays the capability of the system to deal with a wide
range of devices in the domain with arbitrary complexity. 0

5. FUTURE WORK
A potential problem is that this approach to fault diagnosis is only good for digital

circuitry without feedback. There are many devices that are mixtures of digital and ana-
log circuitries. To adapt the system to those devices may require some modification of the
device representation scheme. The representation and use of second principle rules should

*. also be introduced for better system performance.

In our current scheme, similar component types, which have the same function but 7',.i
different specifications, are represented individually. An example is the representation of
1-to-I, 1-to-2, and 1-to-3 transformers. It would be better to represent all types of
transformers by a single representation with a parameter to specify the transforming rate. S

* There is no user interface for adding new components so far. The development of a
formal language for device representation may solve this problem as well as others. The
language should support all diagnosis related activities, such as device simulation and struc-
ture retrieving. It should also support the system construction and adaptation.
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Part. II Graphical Interface of VMES

jS

I. INTRODUCTION

W1. The main mode of communication between the SNePS reasoning mechanism used for
the VMES project and the user is intended to be a graphical interface. We have umple-
mented a new version of such an interface called "SENDING". This version supersedes the
version of SENDING that has been described in our final report of the Post Doctoral project

,. (SCEEE) [.181.

The first change noticeable between these two versions is the ch.,nged domain. In our
effort to construct a versatile program w e have changed the "device" of diagnosis. While
the SCEEE world consisted of a small number of logic gates which were only partially '-

connected, we have since then tackled two new devices.

The first one of these devices is a little Adder.lultiplier that has been a test object of •
several researchers in the field of trouble shooting. The second one is a piece of a real de'- -
ice, a 6 channel PCM board. This change of domain however was not the crucial step.

Only insignificant improvements have been made to the representation of visual J".
knowledge. The basic case frames are still the same as described in the SCEEE report, and
so are the used relations. The significant changes in the second generation of SENDING are •
an improvement in speed by approximately a factor of seven of the display program, and a
considerable expansion of the power of both, the display and the readform function. This
section of our report will first make some general comments on "visual knowledge" and
will then continue b- describing the new options of "display".

While visual knowledge has been dealt with implicitly in computer vision and from , "-

a different aspect in computer graphics, and in cognitive psychology for quite some time.
we lately have been experiencing a growing interest in an explicit treatment based on
Knowledge Representation methods [2,9]. The crucial point here is the interest in a natural
representation that lends itself to reasoning processes as opposed to a representation for ease
of "recognition" or of "display". Some more references on this subject are given in the spe-
cial section on "Other Activities", at the end of this paper, dealing with the acquisition of 0
background knowledge. .

2. THE GRAPHICAL INTERFACE

0
2.1. Motivation

Why should somebody want to implement a program like "SENDING" (SEmantic
Network Domain Interface Graphics)? Our interest in this interface is twofold.
Currently there is a growing interest in multi media communication [14]. Technical
literature would be impossible without charts, diagrams and drawings. It seems that
also a dialog between a technician and an advisory expert system about a technical
object like a circuit board would profit very much from a graphical component. %

advisor,

One can even go so far to say that diagrams are the "interlingua" of the technical .'. '.,

literature. The display of the device under repair can be used in our system by both the
user and the computer to refer to parts which are currently under discussion. - ,

The second source of our interest in graphical interfaces is of theoretical nature. 0
\e are investigating principles of visual knowledge representation. In computer vision
or computer graphics, representations are mainly designed in order to permit efficient
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recognition or display of objects. We are interested in representations that can be used
in reasoning, about forms as well as for display purposes.

2.2. Components of the Interface -. ,

The SENDING graphical interface contains several parts, the most important of
which are the "display" function and the "readform" function. The readform function
is our (simple) version of a CAD device. It permits a user to create a simple object, con-
sisting of arcs, lines, circles, boxes, text, etc. by drawing them on the screen of a graphics
terminal. Objects can contain several unconnected parts and are stored immediately as
named objects, namely as LISP functions.

Although it is not our purpose to compete with any of the very fancy existing 1%
CAD systems, considerable improvements to readform have been made over the last
year. Currently work is done on the third generation of readform. Only the introduc- ' -
tion of arcs made it possible to design most of the common logic symbols (AND and OR 0
gates) and of transformers. In earlier described versions of SENDING a separate libarary
was necessary for round objects. .

Improvements currently worked on are commands that make the creation of
repetitive structures easier. Also earlier defined objects can be loaded into currently
built up more complex objects.

The logical counter part of readform is the "display" function. Display takes one ,.
or more nodes of a semantic network as arguments. These nodes can be either base
nodes. representing objects, or assertion nodes, representing simple propositions about one
object. Assuming the semantic network contains propositions about form, rosition and
attributes of an object, "display" can retrieve this information and create a picture of
the object on the screen. Displayable propositions also have to say something about 0
formposition of an object, and the display of the proposition is done by showing the
described object.

It should be noted that this approach to image generation is different from the
techniques usually employed by computer graphics programs. Our object descriptions
are given in a declarative format, incorporating them together with a part and a type "
hierarchy into a single network. We are comparing this approach to graphics with .
language generation from an internal knowledge representation. Such a language gen- -,

eration program takes a semantic network as its input and generates a surface utterance
from it. The difference here is, that a picture is generated. ". "'

2.3. How display works V

The "form" itself is a LISP function (created by readform), which is represented in
the semantic network as a base node whose node label is identical to the function name. ,.

(For explanations of the SNePS terminology refer to the given reference about SNePS ,,%'. -
[16]).

The detailed process of displaying an object is: first the part hierarchy is used to . -

retrieve subparts of the given object; then forms and positions of all parts are retrieved.
We are permitting several different methods of positioning which are expressed with
different case frames in the network. The simplest case is absolute positioning in device
coordinates. More involved are relative position of an objct to another object or to its
super-object. The most complicated version retrieves the relative position of a part rela-

tive to its super-part by using the type hierarchy' that part and super-part belong to.
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After knowing position and form, attributes of objects are retrieved. Attributes
;an be either symbolic attributes or iconic attributes. An iconic attribute is directly
displayable, and the simplest form of such an attribute is "color". Symbolic attributes • "-
have to be mapped into iconic attributes, in order to make them displayable. For
instance we are marking fault,; objects by changing their genuine color into a signal
color (red). In this case the same medium (color) is used to express a different fact.

Attributes in our system are treated in a way that we have not seen described in
the literature before, namely by making the attribute class itself a LISP function. An
attribute value is passed to this USP function as an argument (sometimes a dummy

'. value), together with the form function, effectively making the attribute-class function '

a functional. The returned value of the attribute-class function is again a form func-
tion, but it is modified according to the given attribute.

Our approach to attributes guarantees that we can apply new predicates to old
forms, without ever changing the form-functions. Any alternative that comes to mind -,

- would require adding new parameters to form-functions. More details on the case
*'" frames used for form position attributes can be found in the repeatedly quoted SCEEE .. ,-..,

report.

24. Special display Parameters

2.4.1. Modality

The display function permits the user to specify a number of different parame-
ters. One is a "modality" parameter. In our maintenance domain we are dealin-
with structural and functional properties of objects. This implies that It is possible
and desirable to display objects in both these aspects (or as we say, modalities). The
user can select which of the stored aspects he wants to see, by specifying the modal'
ity parameter accordingly. Functional display is the default.

The modality parameter is perfectly general and can be extended to any
number of different aspects, however we currently see no need for others than struc-
tural and functional displays. Assertions for different modalities are not structured
in a Hendrix type [6] partition system but they contain a modality slot in the obect
description case frame.

Our current research has led us to the result that structural and functional
displays should be treated differently, and we will talk about this more in the sec-
tion on future work.

2.4.2. Pruning the display

If a display function is used as an intelligent system as opposed to a simple
mapping from a data structure to a display device, there has to be a way to "prune"
the display to avoid "overloading" the user, by presenting irrelevant and therefore ,

confusing information. (One of our goals in this project is to find a method to create
a cognitively appealing representation that limits the displayed information to -'.'.'

relevant objects and relations).

Several optional parameters for display have been defined, that permit the user ,- "
to control the amount of information that he receives. Our goal is to automatize this
process entirelv, but currently the user has to decide himself what he considers
appealing. The following paragraphs contain a description of these user options.
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As mentioned before, our representation uses a part hierarchy. A "level" .1 .-
parameter permits the user to limit the number of levels in the part hierarchy that
are displayed. If, for example, an object has sub-parts which have sub-parts in turn, •

it is possible to limit the display to showing only sub-parts, but not their sub-parts
(i.e. the sub-sub-parts of the object are not shown). Any number of levels can be
represented in the semantic network, and correspondingly any natural number can
be specified for the level parameter. Figure I displays our Adder/Multiplier board at
"level 2. Figure 2 shows the same Adder/Multiplier at :level 3. ,-

Sometimes the number of effectively visible objects might be responsible for
overloading of the user. Therefore an -objects" parameter limits the number of
(sub)objects displayed. As in the level case, objects are retrieved from the part.
hierarchy by using breadth first selection. If the specified number of objects has been %

shown, display will terminate in the midst of a level. N

In our current representation there is no way to express different importance
for different sub-parts: therefore an "object" parameter results sometimes in display-
ing "unimportant- parts, a problem which has been criticized by several users. We
plan to investigate tiis question in the future.

-. - , .

o . ,.p -. °

imu I t .i.-

I• ]

F'igure 1: Adder'%Iultiplher at level 2
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Figure 2: Adder/Multiplier at level 3

Objects in the VMES system can themselves be of quite varying complexity. A
simple wire is an object, but a 16 leg integrated circuit is also one object. In order to
take care of this problem another display option has been programmed, the "com- r,
plexity" parameter. .

Display's "complexity" parameter extends the ideas developed above by count-
ing not the number of objects, but the number of graphical primitives contained in
them. So it is possible for the user to limit the number of graphics primitives that
are displayed. In this way two display calls with the same "complexity" parameter "
might create either a picture of a simple object with five sub-parts, or a picture of a 0
complicated object with only one sub-part.

2.4.3. Optimal screen use

Another type of display option deals with the use of the given screen space. .

the so called "fill" option. If display is called with the "fill" option, it dynamically
computes its own window to viewport mapping to guarantee an optimal use of the
given (globally specified) viewport. This option is also the only way to display
parts of the world that do not fit into screen coordinates. In this way a user sees
small objects at a reasonable size. while large objects still fit into the screen. Still he
does not have to know anything about viewports and windows.

The "fill" option also permits us to avoid another common problem in computer
graphics. If a window is defined arbitrarily, chances are that some of the displayed
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objects will be cut into two parts, only one of which is inside the window. This
requires in commonly used graphics packages the very time consuming activity of
clipping". We also think that the average user is not interested in half objects. All

the things that he specifies because he wants to see them. he wants to see in whole.
All the objects he does not specify he either does not want to see at aUl, or at least he
does not mind if they are not shown to him (in half"). Cutting objects into parts ' -

disagrees with our whole object oriented approach to Al.

The way all this is achieved is by having display/fill compute an optimal win-
dow in the world which completely surrounds all desired objects with the smallest •
possible rectangular extent. This window is mapped into the supplied viewport, -
using the same scale factor for both x and y coordinates. This guarantees filling the
viewport in one of these two dimensions. (Note that in order to fill it in both ,,-

dimensions distortions would be necessary, which might show a circle as an ellipsis.
This is not only optically undesirable, but also difficult to compute).

An extension of the "fill" option is the "intell" option. It constitutes another "-.,'
step in giving the system possibility to decide what to display. Although the name
"intell" seems a little bit pretentious, it is definitely a step towards having the sys-
tern figure out what the user really wants to see as opposed as to what he is asking - ,.

*' for. The intell option is the solution for the following problem. If a user requests ., =
to see a certain object, he might at the same time be interested to see where this
obiect "fits into the whole".

A user might also want to know if there are several other objects of the same
type. If display is called with the "intell" option it will display the user specified -

ob)ect(s) in one viewport and in another viewport. will show the chain of all -

super-objects of the user specified obect(s). Currently the default viewports are the ' ' "
left half of the screen for the object, and the right half of the screen for the super- .
obects. Every super-object will be shown to two levels depth (see "levels" above).
So if a user displays a leg of an AND gate, then the AND gate with all its m-orts
"I legs )" will be displayed. If the super-object of the AND gate is a board. then the
board will be displayed with all its gates, but not with their legs. The use of the
"intell" option is shown in Figure 3. Figure 3 and all other figures were created
with a printer that directly dumps a screenful from a graphics terminal. It shows a . .

multiplier displayed in the left viewport, and the corresponding Adder Multiplier
board in the right viewport. Finally Figure 4 shows the 6 channel PCM board in the
right viewport and one of its PCM chips in the left viewport.

2.5. Graphical Inference Trace

The SNePS system has a tracing facility which permits a user to watch the reason-
ing process of SNePS. The function that is used for tracing is independent of SNePS, and
it is possible to plug different interfaces into this position. An important aspect of
display is that it can be used as such an interface. In other words, an observer can
watch what SNePS is currently "thinking" about.

In our implementation of a diagnosis system for the Adder'Multiplier board that
we have mentioned above, the system marks parts that it is currentlv "thinking" about
by displaying a question mark above them. and parts that it found a conclusion about
by showing an exclamation mark above them. The faultY part is shown in the final
displav in red.

This is a direct consequence of SNeiPS figuring out that the part is had. L sin' the
attribute mechanism described above, the "state" attribute Llas, 1" automdtLaHi\
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' Figure 4: A PCM Chip and its Buard

" translated into the signa] color red. After the reasoning process has terminated, an-
* displav command of the obiect found faulty will again be in the new color. This is the

case, because the semantic network has been changed permanently by the reasoning pro-
cess. The mechanism of infertrace does of now not work for the PCM board for which
we use a much more complicated representation system which has created unexpected .

interactions.

3. FUTURE WORK

Our future plans include the investigation of the knowledge representation scheme
for displa," purposes. We also have noted interesting differences between structural and i*".

functional displivs. These differences have to do with the different types of knowledge
that have to be specified. While structural displays require considerably more fixed coordi- .

nate values, functional displavs can replace this type of knowledge by knowledge about
object clusters and their inner workings.
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A Fault Diagnosis System Based on an Integrated Knowledge Base'
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Goal of the Project. We are developing a versatile maintenance expert system (VMES) for 0
trouble-shooting electrical circuits. VMES is able to diagnose a variety of common faults of
electrical equipment. It can easily be adapted to new devices, and can communicate with the .-

user through natural language, graphics and menus. -.

Structural and functional descriptions, usually referred to as "design models" of a device,
build one type of knowledge in our integrated knowledge base. This kind of knowledge has
been widely used by fault diagnosis researchers as a solution to the difficulties of empirical-
rule-based diagnosis systems in knowledge acquisition, diagnosis capability, and system gen- "--""
eralization [I. The knowledge needed for building such a system is readily available and
well-structured. Empirical associations of individual devices are excluded due to their highly -

device-specific nature. which impairs versatility.

Domain knowledge has long been ignored by researchers of design model based systems. •
This sort of knowledge is not part of the design model, yet it consists of common rules for the
domain. Though it may still be empirical, it can be applied to any device in the domain. An
example is that a burnt appearance of a low level component. such as a resistor, will usually
imply that it is a faulty part.

System Architecture. An important aspect of our research is to find a good knowledge
representation scheme for fault diagnoss. Many researchers use predicate logic, but this has
several drawbacks: the representation, the resolution rule, and the diagnosis assumptions seem
fairly unnatural [2]. We are implementing our system using S\ePS the "Semantic Network
Processing System- [31 Advantages are: (1) structural and functional knowledge is integrated
into a single network: (2) the powerful SNePS non-standard connectives permit us to express %
rules of a degree of complexity which most other Horn clause based systems cannot use: (3)
diagnosis assumptions are handled in a natural way; (4) the deduction process can be moni- '-.'"

tored; (5) inference can be traced graphically; (6) the representation can be easily expanded and
modified: (7) procedural knowledge is represented and used.

VMES consists of an integrated knowledge base and a device independent inference "

engine. A hierarchically arranged knowledge base provides abstraction levels of devices, and
makes the inference engine able to focus on a limited number of objects at any time. Initially
only component types are represented in the knowledge base, an object is instantiated only
when needed. Since devices in the domain share common components, this approach avoids
redundant representations. When the system is adapted to a new device, the only thing needed
is to add descriptions of the new component types used by the new device.

An important part of VMES is its graphical interface which comprises a separate subsys-
tem called as "SENDING" (SEmantic Network Domain Interface Graphics). The main part of
this interface is a function "display" which generates a picture from a semantic network
representation. Unlike the usual computer graphics approach to image generation, it is more
comparable to a language generation program that takes a semantic network as its input and . .
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generates a surface utterance, in this case a picture, from it.

The display function permits the user to specify a number of different parameters. One

is a "modality" parameter which permits the user to select whether the structural or func-

tional aspect of a device should be displayed. 0

If a display function is used as an intelligent system as opposed to a simple mapping

from a data structure to a display device, there has to be a way to "prune" the display to

avoid "overloading" the user, by presenting irrelevant and therefore confusing information.

One of our goals in this project is to find a method to create a cognitively appealing representa-

tion.

Our representation uses a part hierarchy. A "level" parameter permits the user to limit

the number of levels in the part hierarchy that are displayed. If a part has sub-parts which

have sub-parts in turn, it is possible to limit the display to showing only sub-parts, but not

their sub-parts. Sometimes the number of effectively visible objects might be responsible for

overloading of the user. Therefore an "..,tjects" parameter limits the number of (sub)objects

displayed using breadth first selection. 0

Display's "complexity" parameter limits the number of graphics primitives that are

displayed. In this way two display calls with the same "complexity" parameter might create

either a picture of simple object with five sub-objects or of a complicated object with no sub-..

objects. If display is called with the "fill" option, it dynamically computes its own window to

S viewport mapping to guarantee an optimal use of the given (globally specified) viewport.

If display is called with the "intell" option it will display the user specified object(s) in

one viewport and in another viewport, will show the chain of all super-objects of the user

specified object(s) to a depth of two levels. This permits the user to find out where the object -

he wanted to see is, relative to the "whole" object he is dealing with. An important aspect of

display is, that it can be used by SNePS, to show SNePS' reasoning graphically. In other words,

an observer can watch what SNePS is currently "thinking" about. "

A version of VMES has been developed and used successfully to pinpoint a faulty adder

of an adder/multiplier board, which is a favorite artificial example of researchers in this

domain. In this version the system marks parts that it is currently thinking about by display-

ing a "I" above them, and parts that it found a conclusion about by showing an 1" above them.

The faulty part is shown in the final display in red.

Future Plans. We successfully adapted the system to a simplified real device, a six channel

PCM board used for telephone communication. Our future plans include the investigation of

domain knowledge. and further development of the knowledge representation scheme for rea-
soning and display.

D2 F

I ../..,

,' - . -. . ..- •



-. 4. 77

References

1. R. Davis, "Diagnostic Reasoning Based on Structure and Behavior," Atficial Ineligence ..

2.4 pp. 347-410 (1984).

2. R. Fikes and T. Kehler,-MTe Role of Frame-Based Representation in Reasoning," Commun-
!cauions of the ACM 2.8(9) pp. 904-920 (Sep. 1985).

3. S. C. Shapiro, 'Mhe SNePS Semantic Network Processing System" pp. 179-203 in Associa-
tive Networks: The Representation and Use of Knowledge by Cornputers, ed. Nicholas
V. FindlerAcadexnic Press, New York (1979).

JI. -.

29. ~



-W ~ --~r L- V.% - .. - k I

0

A Logic for Belief Revision

bNN.

Jodo P. Martins and Stuart C. Shapiro

0

Departamento de Engenharia Mecanica
Instituto Superior Tecnico

Av. Rovisco Pais
1000 Lisboa, Portugal0

Department of Computer Science
State University of New York at Buffalo

226 Bell Hall
Buffalo. New York 14260, U.S.A.

0

%.a.

N
31. ~



0

Abstract

Artificial Intelligence (Al) is the branch of Computer Science which studies how to enable.',-,.,

computers to exhibit "intelligent" behavior. One of the central problemns in AI research, .,,

automated reasoning, is that of how computers ran automatically draw conclusions from "0 '1 :

"-" bodies of information. The methodology for addressing this problem requires choosing a gen--. -.

,' eral area of application, choosing a representational scheme for t.he propositions in the domain . .

"e of application, and developing methods for deriving new information from old information. . .3

"-" One branch of automated reasoning is concerned with what to do %khen a -ontradiction is 2.,--,

found during the reasoning process. .... ,

"-' Systems that are able to detect contradictions and/or identify their causes, called Belief Revi- ....- "

,. sion Systems, Truth Maintenance Systems, or Reason Maintenance Systems. have been imple- "'.

mented by several researchers in Al. Mlost of the Al work done in the field of belief revision 0

'" is characterized by being directed towards the implementation of belief revision systems, ".

,N,.%.

' -' without explicit concern about the theoretical foundations of such systems. In this paper, we .....

present a logic suitable to support belief reCision systems and discuss the properties of a behef •

-" revision system based on that logic. .. '-.

oibOne of the fundamental problems that any logic underlying a belief revision system has to

.address is how to keep track of and propagate propositional dependencies. Tis is important,

because, in the event of detection of a contradiction, one should be able to identif- exactly

awhich assumptions were used in the derivation of the contradictory propositions, in order not

to blame some assumption irrelevant to the occurrence of the contradiction as the culprt for

Sfthe contradiction. In the field of logic, the relevance logicians have also been interested n

eeping track of what assumptons were ud to derive any given propostion: they have

edeveloped mechanisms for this, as well as for preventing the introduction of irrelevancies. The
*.3 i tb erpoen
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SWAM system, described in this paper, is based on relevance logic and makes use of the book- .

keeping mechanisms of relevance logic. In addition, SWM has some other mechanisms to

remember the contradictions that were derived, to prevent their re-derivation.

The SXVM formalism guarantees that (1) Each wi,-f is associated with every hypotheses that

was used in its derivation. (.)Each %kif is only associated with the hypotheses that were used

in its derivation. (3) Each %N,+ is associated with ever%, set known to be inconsist,!nT with the

hypotheses used in the derivation of the wif.. (4) The application of the rules if inference is

blocked if the resulting wif wvould be dependent on a set of hypotheses known P to be incon-

sistent.
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' I. Background

The ability to reason about and adapt to a changing environment is an important aspect

of intelligent behavior. Most computer programs constructed by researchers in Al maintain a

model of their environment (the external and/or internal environments), which is updated to

reflect the perceived changes in the environment. The model of the environment is typically

* stored in a knowledge base (containing propositions about the state of the environment), and

the program manipulates the information in this knowledge base. Most of the manipulation

consists of drawing inferences from information in 'he knowledge base. All the inferences S

drawn are added to the knowledge base. One reason for model updating (and thus knowledge

base updating) is the detection of contradictory information about the environment. In this

case, the updating should be preceded by a decision about which proposition in the knowledge S

base is the culprit for the contradiction, its remov'al' from the knowledge base and the subse- '---'-

quent removal from the knowledge base of every proposition that depends on the selected

culprit. -

Systems that are able to detect contradictions andor identify their causes, called Belief

Revision Systems, Truth Maintenance Systems, or Reason Maintenance Systems, have been -. '...

implemented by several researchers in Al. Most of the Al work done in the field of belief

revxsion is characterized by being directed towards the implementation of belief revision sys- :,

tems, without explicit concern about the theoretical foundations of such systems. In this
-S S

paper, we present a logic suitable to support belief revision systems and discuss the properties

of a belief revision system based on that logic.

Specifically, in this paper we discuss the following issues: What kind of logic should

underlie a computer program used for applications in beLief revision? What kind of provisos
•. ..-.

should be supplied by the logic in order to cope with the possible occurrence of contradictions,

'Or making inaccessible to the program. 0

• .. % .
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,. How should a computer program based on that logic interpret those provisos in order to .e .

,r. V.

recover from contradictions and to avoid performing reasoning from contradictory . ., *

hypotheses. How should a computer program based on that logic distinguish between propos - .. %.'-

tions believed by different individuals""

Section I of the paper describes the background work in Al related to belief revision and

discusses problems existing in previously developed systems; Sections 2 through 11 present a

logical system, the SWM system, that relies on the notion of dependency and provides for

dealing with contradictions. The SWM system is loosely based on relevance logic and associ-

ates each proposition with the set of hypotheses that were really used in its derivation and

with the sets of hypotheses with w.,hich it is incompatible. The rules of inference of SWM are

stated so that they prevent the combination of propositions known to be incompatible. Sec-

tions 11 through 13 discuss the features that a computer system based on SWM will exhibit.

These features define the behavior of an abstract belief revision system, which we call MBR--.

(Multiple Belief Reasoner). MBR is an abstract system in the sense that it is described indepen- S

dently of its implementation. In %IBR a context is any set of hypotheses. A context deter-

mines a belief space which is the set of all propositions depending exclusively on the

hypotheses defining the context. We discuss how the contradiction-handling features of S\VM 0

are reflected in the notions of context and belief space. We also discuss how such notions can

be used to represent the beliefs of different individuals in a common knowledge base, main-

taining a clear distinction between them. Finally, Section 14 presents an example obtained

using SNeBR, a particular implementation of MBR.

The conventional approach to handling contradictions consists of changing the most ,.. .

recent decision made. i.e., the contradiction is blamed on the most recent decision made (chrono-

logical backtracking). An alternative solution (dependency-directed backtracking) consists of

changing, not the last choice made, but the choice that most likely caused the unexpected condi-

tion to occur. This second approach, proposed in the late 70's by Stallman and Sussman ori-

p 35
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ginated a great deal of research in an area of A] that has become known as "belief revision".

Belief revision is an area of Al research concerned with the issues of revising sets of

beliefs when new information is found to contradict old information. Research topics in belief

revision include the study of representation of beliefs, in particular how to represent the " -"*.-

notion of belief dependency; the development of methods for selecting the subset of beliefs

responsible for contradictions; and the development of techniques to remove some subset of

beliefs from the original set of beliefs. Belief revision systems [Doyle and London 80; Martins

forthcoming] are Al programs that deal with contradictions. They perform reasoning from the

propositions in a knowledge base, "filtering" these propositions, so that only part of the

knowledge base is "perceived". namely, the set of propositions which are under consideration.

This set of propositions is usually called the set of believed propositios. When the belief revi-

sion system decides to consider another of these sets it is usual to say that it changes is

beliefs. Typically the belief revision system explores alternatives, makes choices, explores the

consequences of its choices, and compares results obtained when using different choices. If a 0

contradiction is detected during this process, then the belief revision sy'stem will revise the

knowledge base. "erasing" some propositions to get rid of the contradiction.-

Belief revisicrn svstems in Al have their roots in the frame problem [McCarthy and

Hayes 69, Raphael 71, Haves 73), the problem of deciding which conditions change and which

conditions do not change when a system undergoes some modification. The basis of the prob-

lem is that although it is possible to specify the ways in which a system's environment might

change in terms of the effects of actions, some way of deciding what remains unchanged by

the actions must also be specified. For example, when planning a sequence of actions to stack a ..

red block on a green block, it is obvious that one needs an axiom that asserts that a block is

where you put it after you move it there. It is less obvious that one also needs an axiom that

'Therc arc sTme caws in Which it is desirable to -ntinue reasonin, within a knowledge base ir. which a contrad S
iction exist-, for a aescription of this type of reasoning refer to [Martins 83].
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asserts that the color of a block doesn't change after it has been moved. And what about the

other myriad facts about the world that don't change when you move a block'

A significant milestone towards the development of belief revision systems is the work

of Stallman and Sussman. who designed a system, called EL. in which dependencies of proposi-

tions are permanently recorded [Stallman and Sussman 77]. EL maintains a complete record

(trace) of its reasoning, using it both to decide which alternative choices to make when some-

thing goes wrong and to explain its line of reasoning. Along with each derived proposition, EL. .

stores the set of all propositions directly used in its derivation and the rule of inference used to 0

derive it, the dependency record of the proposition. EL solves electric circuit problems. While -

searching for the values of the circuit parameters, EL may have to "guess" the operating range

of some devices. Later on. if an inconsistency is found, EL knows that somewhere along the

way it guessed a wrong state for some device. The novelty of EL's approach to backtracking is

that the assumption that is changed during backtracking does not necessarily correspond to the

last choice made but rather to the assumption that most likely caused the contradiction to occur

(dependency-directed backtracking). When an inconsistency is detected, EL searches through

the chain of dependency records of the inconsistent propositions until it finds all the assump-

tions (guesses made) upon which the inconsistent propositions depend. Heuristics are then used 0

to rule out one of them. This set of assumptions is recorded as leading to a contradiction and is . -

never tried again.

Stallman and Sussman's work had two major influences in Al: (1) It opened a new per-

spective on the handling of alternatives (dependency-directed backtracking). (2) It influenced

the creation of systems that handle and can recover from contradictions (belief revision sys-

tems). ".'"--.-

Building upon Stallman and Sussman's work, Doyle designed the Truth-Maintenance .- .'-
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System (TMS) [Doyle 78, 79, 801. the first domain-independent belief revision system.3 TMS

maintains a knowledge base of propositions, each of which is explicitly marked as believed or .

%) disbelieved. TMS may be told that some propositions are contradictory, in which case it

automatically revises its beliefs so that no inconsistent set of propositions is simultaneously .-

believed.

TMS is based on the definition of two k:nd- of obiects: propositions and justiicalio,'s.

Justifications represent the reasons why TMS believes or disbelheves a certain proposition.

Attached to each proposition in the knowledoe base. there is one (or more) justification(s) that

supports TMS's belief or disbelief in that proposition. A justification contains two lists of pro-

positions, the inlist and the outlist.' A proposition is believed if and only if every proposition

specified in the inlst is believed and every proposition specified in the outlist is disbelieved.

Whenever a proposition is derived, a justification is added to the proposition, containing all the

propositions directly used in its derivation and the rule of inference used to derive it.

The two main actions that T%1S may he ca.lled upon to perform are the addition of a new

proposition to the knowledge base or the addition or retraction of a justification to a proposi- .. .

tion. In either case, TMS tries to find (1 ) disbelieved propositions that will become believed by

such addition or retraction and (2) believed propositions that will become disbelieved by such

addition or retraction.

"'MS may be told that a proposition and its negation are both believed. In this case, the

dependency-directed backtracking mechanism of Stallman and Sussman is invoked: it searches

through the knowledge base, starting with the justifications of the contradictory propositions,

until it finds all the assumptions that are used by the contradictory propositions. One of those -.

" assumptions is selected as the culprit for the contradiction and is disbelieved. To disbelieve

" this assumption, TMS believes in one of the propositions referenced in the outlist of the

3The field of belief revision in AI is usu, I!% recognize, t,, haj\ been initiated h\ the \%ork of L),o\le. aIthough a

system that performs belief revision (in robot planninI wa, de vel-ed simultanenus!% h Philip London [londo, 7i.-"

4[[kvie 791 discus.es other t\pes oi ju:hTfic; .u , ,k hLh wkere n mpiemented n T.1S
a,.%
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assumption and justifies this proposition with a justification whose inlist contains the proposi-

tion representing the contradiction. After selecting the culprit for the contratction, it Ls

necessary to disbelieve all the propositions depending upon it. This is done by following the

chain of dependency records and disbelieving each proposition that has no justification other
- I ,-% ,, ,

than the one that includes the selected culprit in its inlist. This "disbelieving process" is not as

simple as it may' seem, due to the possibility of circular proofs. See, for example [Charniak-,

Riesbeck and McDermott 80, pp.193-2261. • ..- :

Doyle's research triggered the development of several belief revision systems [Goodwin 0

r. 82. 84: McAllester 80: McDermott 82: Shrobe 79; Thompson 79]. These systems share two

characteristics: (I) They are mainly concerned with implementation issues, paying no special

attention to the logic underlying the system. (2) Each proposition is justified by the proposi-

tions that directly originated it. The first aspect prevents the formal study of the properties of

the systems, independently of their implementations. In those systems, it is very difficult to

define and study the properties of the underlying logic except by repeatedly running the pro- .

gram." The second aspect originates systems that can only deal with one situation at a time

(and thus are not able to compare two situations) and that present a big computing overhead

when switching between situations and when computing the culprit for Z contradiction. For a -- ".

detailed description of these problems see [deKleer 84] and [Martins and Shapiro, forthcoming].

As a reaction to these two problems, the early 80's saw the development of new research
N

directions in belief revision systems, characterized by: (1) an explicit concern with the founda-

tions of the systems, independently of their implementations [Doyle 82, 83; Martins 83; Mar-

tins and Shapiro 83] and (2) the use of a new type of justification (giving rise to assumption-

based belief revision systems) [Martins 83; Martins and Shapiro 83; deKleer 841. In this paper,

we discuss the first issue at length and briefly mention the type of justifications used in the

5AIthough there are techniques to prove proper:ties aK,'ut program, (and thus one ma\ be tempted to use them to
prove properties about theses program, witfOu: the sti'emen: ,' tip unel\ ng logic one does not have a clear idea of •
who: properties to prowe.
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assumption-based belief revision systems. For a detailed description of these systems refer to
%

[Martins and Shapiro, forthcoming].

2. Relevance Logic -._,.,

The point of this section is to introduce the terminology used by Anderson and Belnap in

one of their relevance logic systems and to show how it is used to effectively block some of-

the results obtainable in classical logic that Anderson and Belnap consider to be irrelevant .

results. Anderson and Belnap's relevance logic will be taken as the starting point for develop- -. r.

ing the SWM system. The main features of relevance logic used in SWM are the wa it keeps .

.'%
track of which hypotheses were used in the derivation of a given wff and the way this is used _.- .

to restrict the application of certain rules of inference.

One of the fundamental problems that any logic underlying a belief revision system has
S" '.'' .':'

to address is how to keep track of and propagate propositional dependencies. This is important,
- 5* . 5

because, in the event of detection of a contradiction, one should be able to identify exactly

which assumptions were used in the derivation of the contradictory propositions, in order not %

to blame some assumption irrelevant to the occurrence of the contradiction as the culprit for S

the contradiction. In the field of logic, the relevance logicians have also been interested in

keeping track of what assumptions were used to derive any given proposition; they have

developed mechanisms for this, as well as for preventing the introduction of irrelevancies. The S

SWM system, described in this paper, is based on the relevance logic systems of [Anderson and

Belnap 75] and [Shapiro and Wand 76] and thereby makes use of the bookkeeping mechanisms

of relevance logic. In addition, SWM has some other mechanisms to remember the contradic-

tions that were derived, to prevent their re-derivation. " -.

z -

Relevance logic was proposed by Anderson and Belnap fAnderson and Belnap 75]1 react-

ing to the lack of relevance in classical logic. Relevance logic challenges classical logic in the

following two respects:

L4 0
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1. Regarding the classical concept of validity: Anderson and Belnap a'gue that Lf one ,ill

proposition entails another, then there must be an element of causality that relevantly

connects them. For that reason, they do not recognize as valid some of the arguments

classified as valid by classical logic. In particular, they explicitly deny the so-called para- -"

doxes of implication: A-.(B-A),anything implies a true proposition; and (AA-A)-.B, a

contradiction implies anything. To their (semantic) notion of entailment, corresponds a

(syntactic) notion of deducibility, according to which B is deducible from A only if the

derivation of B genuinely uses, and does not simply take a detour via, A.
0

2. Regarding the applicability of the disjunctive syllogism: Anderson and Beinap dis- '.

tinguish two kinds of "or", the truth-functional and the intensional. In the truth .

functional sense, the truth value of the formula AvB is defined only in terms of the

truth values of A and B. For this sense of "or", the classical rule of or-introduction is

applicable (from A, infer either AvB or BvA, regardless of the truth value of B or its

connection with A). The intensional sense assumes that the disjuncts are relevant to 0

each other. According to Anderson and Belnap. this corresponds to the way "or" is used I

everyday language, meaning something like "if it isn't one, then it is the other-. This case

clearly involves an entailment (or, better, two entailments), nd disjunctive syllogism 0

(from AvB and -'A, infer B) can be explained in terms of modus ponens. They argue that

classical logic confuses the two senses of "or", using the first in the rule of or-

introduction and the second in the rule of or-elimination. For this reason, they consider •

disjunctive syllogism a "fallacy of relevance" and explicitly deny that it is a valid rule

of inference.

We briefly describe how Anderson and Belnap define deducibility in a natural deduction

system, the FR system [Anderson and Belnap 75, pp.346-348]. Most of this methodology will

be adopted in the SWM system. A natural deduction system, e.g. [Fitch 52. contains no axioms. 

only rules of inference. The rules of inference of a natural deduction system typically contain:

L4
." ... • ,5*
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1. A rule of hypothesis, which enables one to get started without the need of axioms from ,-,,-,-a

a. . .which to begin.

2. Two rules of inference for each logical symbol (logical symbols are either logical connec-

tives or quantifiers), called the introduction and elimination rules. The introduction rule

tells how to introduce an occurrence of the logical symbol and is written 01, -r" being

the logical symbol. The elimination rule tells how to eliminate an occurrence of the sym-

bol and is written cuE. Some connectives may have more than one elimination rule: for

example, -. has two elimination rules, modus ponens and modus tollens.

In natural deduction systems, a proof is defined to be a nested set of subproofs. A sub-

proof is a list of well-formed formulas (wffs) and'or subproofs. Each wff is contained in a

subproof. Subproofs are initiated every time a new hypothesis is introduced (which can be .

done at any point) and terminated when the hypothesis is discharged. There is one outermost

subproof. called -categorical", in which no hypotheses are assumed; the remaining subproofs

are called "hypothetical'. Theorems are wffs in the categorical subproof.

In FR, to ensure that B is deducible from A only if A is used in the derivation of B,

Anderson and Belnap restrict the classical rules of natural deduction, as follows:

I. Within a deduction. each %, if is associated with a set containing references to all the

hypotheses that were rea"y used in its derivation. We call this set the Origin Set (OS) of

the wff and denote the fact that A is a wff with OS a by writing A,o.

2. The rules of inference are stated taking OSs into account, blocking what are considered to

be irrelevant applications of the rules allowed in clasical logic.

In FR, hypotheses can be introduced at any point (just as in classical natural deduction

systems), but whenever a new hypothesis is introduced, it is associated w%-ith a singleton OS

whose element is an identifier that never appeared before in the proof. Relevance-logic systems

typically use natural numbers as elements of the OSs. The rules of inference of the FR system

are stated so that all the wffs derived using a particular hypothesis will have its identifier in

42-
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* their OS. Theorems are wffs with empty OS. When a rule of inference is applied, the resulting

wff is associated with an OS which is either the union of the OSs of the parent wkffs, the OS of

the parent wif(s). or the set difference of the OSs of the parent wNOs. To give an idea of howk

the OSs can be formed, we will elaborate on two rules. -.1 and Al.

The rule of -1 states that if A is a hypothesis with OS {LB is a derived wiF with OS

auik) (meaning that A was genuinely used in. the derivation of B), and they are both in the

* same subproof. then one can deduce A-.B(in the subprocf immediately containing the subproof

initiated by the introduction of the hypothesis A) and associate this new wif with the OAS a.

T-his rule is schemnatically presented in f-ioure 1. Notice that A -B does not depend on

hy-pothesis .A. This is the reason for the set-difference operation performed on the 0S 0! 11, t -

obtain the OS of A -B.

m AA K, Hyp

n B~ru k)
A -B.o -1l(m.n)

Figure I
FR system's -1 0N"

The rule Of Al states that if A and B are wffs wvith the same OS, then one can deduce

SAAB and associate it with that OS. This rule is represented in Figure 2.

m A.a

n B.a
AAB~o A] (m,n)

Figure 2

T his rule may seem too strongly stated. but it must he so in order to restrict the gratuitous,

introduction of irrelevancies. Suppose that Al 3110\k edl the! cOn unction of -wffs wkith different

13
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OSs. resulting in a wff whose OS was the union of the OSs of the parent wffs. Figure 3 shows

how, in this case, we could introduce irrelevancies. The application of AE to the wif in line 5,

which resulted from such a use of Al. allows the hypothesis of line 2 to be "smuggled into. .

the OS of A (line 6), thereby allowing the "proof" of A-(B-,A).one of the paradoxes of impli- --- •

cation. The proof makes use of some rules of inference that have not been discussed, namely

Repetition, Reiteration, A-Elimination, and Modus Ponens. Their full statement can be found

in [Martins 83). "

1 Hyp . 0

3 A. ~ Reit (1 2

B,{2 Rep (2
5 A A B{l.2 Al (3.4)'
3 A.A 1,2 All (5

7 B-A,{1 MP (2.t-
8 A-.(B- A),0 Ml (1,7"

FiLgure 3 0
-Proof" in the FR system

3. SW: The System of Shapiro and Wand

Shapiro and Wand designed a logical system based on the FR system of relevance logic to

be used as the underlying logic for a question-answering system [Shapiro and Wand 76]. The

main difference between FR and the system of Shapiro and Wand (henceforth, the SW system)

is that while the former deals with isolated derivations, the latter deals with derivations in

which information from other derivations may be taken into account: in the SW system, a wif

obtained in a particular derivation may be used later in a different derivation. To obtain this

behavior, Shapiro and Wand drop the explicit representation of subproofs (although, (.onceptu-

ally. subproofs still exist in their system) and asso iate eadt: wi vith an extra piece of infor

L.. -.. '- -
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mation: the Origin Tag (OT). OTs can either be hyp or der: they distinguish hypotheses from

derived wffs. Such a distinction is required by some rules of inference.'

Shapiro and Wand envisaged their logic applied to a question-answering system that

relied on a knowledge base. The users of this system would enter information into the :,.-,

knowledge base and then use a computer program based on the logic to answer queries about

the truth value of spec:fic propos:tions. The goa of the users is not to prove therems but

rather to know whether a particular proposition is true or false under some set of assump-

tions. We stress "under some set of assumptions", because this qualification introduces a funda-

mental concept characteristic of the SW system: the notion of an asserted Uwf. In the FR sys-

tern. within a derivation, all the wffs are as.serted. The reason for this is that wkhen one consid-

ers some wff within a derivation, it is implicit that one also considers all the hypotheses

which were introduced during the derivation (and were not discharged up to the point at .
which the wff appears). The situation is different in the case of a system relying on a

knowledge base. entered by several users with different and even conflicting beliefs. When a

user queries the knowledge base, he she may not want to consider all the information it con-

tans but rather only that information which holds under the specific set of hypotheses that

heshe is interested in. Thus, in the S\ system, a wff is said to be asserted if and only if it

belongs to the knowledge base and all the hypotheses referenced in its OS are assumed (be in

considered). This means that a given wff can be in the knowledge base and not be asserted. The

wffs in the knowledge base that are not asserted will not be considered for deductions: they

will be ignored by the knowledge-base retrieval operations.

0 In the FR system, when one wants to consider some proposition under some set of

hypotheses, a derivation of that proposition has to be carried out assuming those hypotheses.

This situation is cumbersome when working with a knowleage base, since, if the proposition

1 Cxample. thne rLit 1-

0 If
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* exists in the knowledge base and -was derived from the set of hypotheses under consideration.

the user should be able to use it without re-deriving it. This was the main reason that led .') 4
%rV %

Shapiro and 'Wand to design their system without the explicit representation of subproofs: ir I

the SW system, all the asserted wffs are available independently of where and when they %~ '
%

were derived.

* In the SW system, the fact that the wff A has OT T and CIS a is represented by A, T,a.

We write r=ot(A) and a=os(A> The following are the rules of inference allowed in the SW

syste m. 0

* Hypothesis (Hyp) At any point, we may add A.hvp.o to the knowledge base, where A is a

* wivf and o is a singleton set such that no hypothesis of the form Bhyvp~o already exists .
* in the knowledge base.

- Negation Introduction (-1I): From A~t1 ,o, -A,t,.o, and any hypothesis H such that os(H)co,

infer -H,der,o-{H).

* Negation Elimination (-E): From -'-A,t~o infer A.der~o.

And Introduction (Al): From A,t 1.o and B,t2 ,o, infer AAB,der,o.

And Elimination (AE): From AAB,t.o infer either A~der,o or B.der,o or both.

Or Introduction (vl). From A,t~o, infer either AvB,der,o or BvA,der.o, for any proposition B.

Or Elimination (vE) From AvB,t1 ,o0 A -C,t 2 , 2 and B~Ct,, infer C,der~olu 2

VImplication Introduction (-01: From B,t,o and any hypothesis H such that os(H)co, infer

H -B,der,o-fH}.

'Ak~e should point out that only the rules of Pip. -1. 1,11. Al. and AF art actual!\ descr-ited in Shapirc- and \kand
761. The remaining rules refleCt our interpreta*icmn of hcowk :he wAould handle the othr cwnnecti~es

4 E
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Modus Ponens - Implication Elimination, Part I (MPY From A,1tVo and A-B,t2,o2 infer

B,der,ol Uo2.
I - _

Modus Tollens - Implication Elimination, Part 2 (MT): From A-B~t1 ,o and -B,

'4t

infer -- A,der,o Uo2.

The SW system, records dependencies of propositions but is not prepared to deal with *'--."

contradictions. We will further modify the SWV system, introducing provisos to deal ttith con-

tradict~ons an(- ,o --.member the contradictions that were derived, preventing their re- ,..,,.

derivation. .. 5..."'

E 4. The Senses of "or" 0

There are strong discrepancies between the meaning of the English word "or" and its for-

mal counterpart "v" (see, for example, [Tarski 65]). Here we discuss two senses of the "or" con-

,ecLive, analyze the rules of vI and vE presented in Section 3, and revise those rules in c-d,:

to obtain certain features to be discussed in this section.

In contemporary logic, it is commonplace to define the rules for VI and vE 'z fulows.

' i hese rules, according to (Anderson and BeInap 75]. define "v" in the truth-functiona sense:

I Or Introduction: From A, infer either AvB or BvA, independently of the truth value

of B or its connection with A.

2. Or Elimination: From AvB, A-C, and B-,C, infer C.

The following can also be given as a rule for Or Elimination, or easily obtained as a derived

rule of inference: ,

3. Disjunctive Syllogism: From AvB and -A, infer B; from AvB and -'B, infer A.

In relevance logic, if we have a rule corresponding to I we cannot have a rule
V 0V4-'~% w *E

corresponding to 3. since this is forbidden for the truth-functional sense of "or" [Anderson and - - ,
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Belnap 75, pp.1 6 3 -1 6 7 , pp.176-1771 To obtain 3 as a rule for Or Elimination, and to be con-

sistent with relevance logic, we would have to have the following rule for Or Introduction,

which introduces "v" in the intensional sense:

4. Or introduction: From -'A-Band -'B-,A, infer AvB.

With rule 4, it is possible to introduce AvB even if both A and B have unknown truth ]

values, provided that the two entailments can be proven. However, the disjuncts cannot both

be false, and this is attractive in the sense that it is close to the way "or" is used in ordinary

language.

Unfortunately, neither one of the above alternatives 1 and 2 nor 3 and 4 is suitable for

our purpose:

A. Adopting 1 and 2, we lose the possibility of deducing information about one of the dis-
,° .. : .

juncts based on information about the other disjunct. This is one of the features that we

want to preserve in our system, since we want to use propositions of the form "one of A

and B is true", "at least one of A 1 . A n is true", "exactly two of Al, A n are - -

true", etc., and deduce information about the truth value of some of the arguments based

on information about the truth values of the other arguments (see, for example [Martins .

and Shapiro. forthcoming]). -or this reason, we do not want to use 1 and 2.

B. On the other hand, if we adopt 3 and 4 and therefore deny the truth-functionality of the

"v" connective, we can have Disjunctive SyUogism but introduce extra complexity in the 0

rule of Or Introduction.

Instead of opting for one of the alternatives above, we will compromise between them, "-

allowing the co-existence of both senses of "or", but maintaining a clear distinction between

them. If "or" is introduced in the truth-functional sense (using 1), then it can only be elim-

inated using 2, and 3 will not be applicable. If "or" is introduced in the intensional sense

(using 4), then it can be eliminated using either 2 or 3. We will distinguish between the two

senses of "or" b\ representing the truth-functional sense by "V" and the intensional sense by
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Notice that if AVB were introduced because we knew that A was true, and if we could 0

4 prove that A-C, there would be no point in trying to derive B-.Cin order to introduce C. since

,i1* '4/.

we could get it from A and A-C. For this reason, we find that rule 2 is useless for the truth-

functional sense of "or" and discard it from our collection of rules of inference. This means

that we will have a rule to introduce "V- and no rule to eliminate it.

Thus let us modifv SW with the following rules of inference for "or": *

Or Introduction, truth -functional sense MV): From A~t,o. infer either AVB,der,o or

BVA,der.o. independently of the truth value of B or its connection wvith A.

Or Introduction, intensional sense (vI): From - A-Btoand -B-Aast.o. infer AvB.der.o. 0

Or Elimination, intenisional sense (yE):

From AvB,toe and -At 2 opt i infer Bderouon from AvB.t1 ,o1 and uB.t,,o,, infer

Aderouo.

From AvB,t 111 A -C,t 2.o 2 . and B-C,t3 ,o0 infer C,der,o Uo.).

Furthermore, we take the position that the sense of "or" used in natural language .

corresponds to the intensional sense of "or" unless if it is being used in antecedent position of

an entailment. Though this may seem strange at first, it is justified by the following:

* Claim: In common language, nested wffs in antecedent position of entailments are not

* propositions of the same importance as the outer propositions: they just represent a syntactic

abbreviation for simple, one-level non-nested propositions, and that makes the nested connec-

,.. .~-....-.

tive truth-functional.

SFor example, this claim means that we consider the wif ((AvB)Ac )-D as an abbreviation. -

for the wf (AAC)-D A (BAC)-D. The disjunction (AvB) is not thought of as being an

independent wlf but as pure economy of expression.

L- . - -p.,
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. This claim is supported by data gathered by (Rips 83]. Rips developed a psychological

theory of propositional reasoning with the goal of explaining the human ability to draw con- 

. clusions on the basis of sentence connectives like "and", "if", "or", and "not". Among others, his
S. S .' ''a

psychological model has the following rules of inference (adapted to our notation from Table

.. 1 of [Rips 83, p.45]h •

I. Disjunctive Modus Ponens: From (AVB)-Cand A. infer C;

2. Or Introduction: From A, infer AvB.

His theory was implemented in a computer program, called ANDS, and the results supplied by

ANDS were successfully compared with those of human subjects untrained in logic.

After completing the experiments, Rips computed the availability of each of the rules of

inference, i.e., the probabilities of each of these rules being used (Table 5, [Rips 83, p.62]). He

- concluded that Disjunctive Modus Ponens is one of the rules with the highest availability

*" (1.000) and that Or Introduction is the rule with lowest availability (0.197).

It is worthwhile noticing that Disjunctive Modus Ponens is, in most classical logic sys-

terns, a derived rule of inference obtained by the application of Modus Ponens following the

application of Or Introduction, and thus the availability of Or Introduction should be at least •

as high (if not higher) than the availability of Disjunctive Modus Ponens.

What our claim states is that when people say (AvB)-C, they do not mean that the dis-

junction of A with B entails C; what they really mean is that either A or B entails C and •

* . therefore that (AvB)--C is in fact a syntactic abbreviation for A-C and B-C. This would

" explain why Or Introduction does not have higher availability than Disjunctive Modus Ponens.

We claim that when people state rules with embedded connectives, they are not mentioning
W~. r- R

. the non-atomic propositions from which they are composed, but rather a relationship between I%

, the set of atomic propositions.

- The co-existence of both senses of "or" and our claim about how to interpret wffs in "'"'

antecedent position of entaiLments allow the formalization of natural language's "or" in a way
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that is more appropriate than either the classical-logic or the relevance logic -approaches. -' '-'

5. Extending Origin Tags "."""

The strong constraints imposed upon SW's rule Of Al motvates the addition of another '--0

possible value for the OTs. For the reasons presented in, Section 2. the rule of Al prexents the -. "'

conjunction of two Nxffs wxith different OSs. Although such a restriction is perfectly justifiabi--?-.?

°- ." -.

in a logical system whose use is to assess the validity,invaliditv of arguments, it maY" be too

constraining in a system designed to support automatic reasoning systems in ,Ahich the goal is,".-*"..,

to find out that information holds under some set of assumptions. Recall that in Section 3 wve-.---.

d that a ff was asserted or not in the database depending on whether the hypotheses refer-

enced in its OS were being considered. From this point of view, it should be clear that if both-.-.-

.- *... ..

hypotheses A and B are under consideration, then the oft AAB shoua be assertible in the data-

base since, given both A and B, clearly AB hlds. UsinS the rules o" inference of SnV, hot-

ever, given the hypotheses A and B, we cannot assert AB, since A and B have different cSt.l-"."

In this section, we discuss what we should do in order to be able to assert the um t ff A B from

the wffs A and B.•

Simply dropping the constraint on the rule of A[ would let us assert A^B from A and B,

but, as discussed in Section 2, would also open a door to the introduction of irrelevancies. Let-'-..

us consider again the derivation presented in Figure 3. We have seen that in this derivation it

is not possible to assert the conjunction A^B,1,21. Now, suppose that we re-do the derivation

by changing the hypotheses as shown in Figure 4.
. e

h AudeAaa

bae"ncgvn o"A.n-,clal ABhls.Uigth ue o nerneo Shw
" ,"x""2 "''

* evr, gventhe ypotese A ad Bwe anno assrt AB. inceA ad B ave iffrentO s

S.* In .C this"". section""". . . """. .%. s w ha we s o l do'".in "order' to."be"able to,, assert'%'. the"-°-. w. if. A... AB'%.. from " -"'"" " "" ."". '

,',-the',-"fs A' . and.," . B." S ," .¢ ." ,' .', ," . .. ." ". . :.,' ., ...v ' "... .'v .•....""''''; "- -" " -" ." . -" . . -



1 A A (B-B){1} Hyp

2 A,{1) AE (1)
3 B-B,{1} AE (1)*, a

4 B A (A -A),{2) Hyp

5 B,12) AE (4)
a'6 B-BA1 Reit (3)

7 BJ 1.2) MP (5,6)0
8 AA 1) Reit (2)
9 A-AA2} AE (4) '-

10 { 12) MP (8,9)
11 AAB,J1,2} Al1 (7,10) a

Figure 4
Partial derivation in the FR system .

a ~By conjoining to each hypothesis of the derivation a wif that is a theorem in the FR svs- .. a

* tern. (P-P), we were able to derive A ABJ{1,2) within the inner subproof (line I I). The rule of

*-1 allows us to bring AAB out of the inner subproof, resulting in the entailment [B A

(A-A)]-(AAB),{ I). But we are not able to derive either B-(AAB),{l}.or B-A,{1} since these are

- not relevant implications.

* ~What we have shown is that by conjoining theorems to the hypotheses of a proof, we

may "extend" the OS of wffs, thereby being able to conjoin wffs that were not conjoinable in

the original proof. Instead of going through all the trouble of deriving a new proof withz

* slightly changed hypotheses. we will allow the application Of Al among wffs with different

OSs, Provided that the resulting wif is -marked" as a special wif. To mark wffs as special, we

introduce a new value ( ext ) for the OTs. A wif whose OT is ext is neither a hypothesis nor a

-~ normally derived wif but rather a special wiff, which, if it were treated regularly, would

* introduce irrelevancies into the knowledge base. We should stress again that the reason why

- we don't want to introduce irrelevancies in the knowledge base is that, after the detection of a

contradiction, we don't want to blame the contradiction on some proposition that is irrelevant .

-' to the contradiction. This new OT is introduced when we conjoin two wffs with different

OSs. The rule Of Al thus becomes:
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From A,t1 ,o and B~t 2,o, where tl*ext and t2 ext, infer AAB,der,o; from A,t,o and S

B,t 2,o, where tj=ext, or t2 =ext, infer AAB,ext,o; from A,tlO 1 and Bt 2 ,o2 , where

011 o1 0o2, infer AAB,ext,o1 Uo 2. ,

The inference rules of SW have to be modified to cope with this new OT: some of them _

will not apply to wffs with this OT (namely, the rules of -.1 and AE), and those which still

apply must mark the resulting wff with the special OT as well. These new rules of inference , -.

will be presented in Section 10..

6. Restriction Sets and Belief Revision

* The SW system allows derivations in which information from other derivations may be

taken into account. In belief revision systems, one type of information that is important to

share among derivations concerns the conditions under which contradictions may occur. With O
6

. the goal of recording the conditions under which contradictions occur, we further associate %

each wff with a set called the Restriction Set (RS).

An RS is a set of sets of wffs. Having a wff, say A, whose RS is {R ... ,Rn means that

the hypotheses in the OS of A added to any of the sets R1,... Rn produces an inconsisent se-t.

i.e., a set from which a contradiction may be derived . The role of RSs is thus to record the

conditions under which contradictions occur.

The rules of inference of the SW system will be refined in Section 10 to cope with the

addition of RSs. The application of rules of inference is blocked if the resulting wff would

have an OS known to be inconsistent. In other words, RSs allow the recording of which sets

are known to be inconsistent and prevent the derivation of wffs with OSs that are koWUn to

be inconsistent.

bA set is consistent Just in cae i : s minconsisten:. it.e.. n,, contradiction, ma\ be proved in
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It is important to distinguish between a set being inconsistent and a set being known to

be inconsistent. An inconsistent set is one from which a contradiction can be derived: a set

known to be inconsistent is an inconsistent set from which a contradiction has been derived. .

The goal of adding RSs is to avoid re-considering known inconsistent sets of hypotheses. ,.j

RSs can be introduced when entering hypotheses, having in mind the idiosyncrasies of S

the domain being modeled, but mainly they are introduced after detecting a contradiction.

Upon finding a contradiction, the rules of inference of our logic (described in Section 10) allow:

1. The modification of the RSs of the hypotheses underlying the contradiction (and the RSs

of the wffs derived from them) in a way that records the occurrence of the contradiction,

preventing its repetition.

2. The derivation of new wffs whose RSs reflect the occurrence of the contradiction.

It should be pointed out that RSs are very different entities from OTs and OSs. Whereas

the OT and OS of a proposition reflect the way the proposition was derived, the RS of a propo-

sition reflects our current knowledge about how the hypotheses underlying that proposition

relate to the other hypotheses in the knowledge base. Once a proposition is derived, its OT and

OS remain constant, whereas its RS changes as the knowledge about all the propositions in the

knowledge base does.

7. The SWM system

The logic resulting from FR by dropping the explicit representation of the structure of

subproofs, associating each wff with an OT and an RS as well as an OS. and modifying the .

rules of inference is called the SWM System."

"Ai ter Snapir-. Wand. and Martins.
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Each wif in SWM is associated with an OT, an OS, and an RS and is called a supported

w~ff. We write A I 'r,a,p to denote that A is a wif with OT 7, OS a, and RS p. and we define ~

thefuntios t(A)=T.- os(A)cx, and rs(A)=p.' 0 . The OSs are sets of hypotheses. The OTs

range over the set 1hyp,der,ext): hyp identifies hypotheses, der identifies normally derived Nkffs

within SWM, and ext identifies wffs whose OS was extended. The RSs are sets of sets of

hypotheses. The set of all supported wffs is called the knowledge base.

The rules of inference of SVN -will be presented in Section 10.

8. Computing RSs

Let us recall the definition of an RS: having the supported wi-f A T,.a.{R . R~ means
Y6

that the hypotheses in ar added to any of the sets R ,Rn produce an inconsistent set, a set,

from which a contradiction can be derived, i.e., VpE{R,... .R(awp i .-. n this section,

we analyze what the RS of a supported wif resulting from the application of some rule of

inference should be. Our goal is to compute the resulting RS, keeping it as small as possible, i.e.,

*free Of redundancies.

Let us start bv describing the kir'ds of redundancies that ma.- be present in RSs and dis-

* cuss how thev can be eliminated.

1. Suppose that in A I ,a.RI. R n), 3pE( 11 R n)such that pnc-O. In this case, the

set p contains extra information. namely. all the wffs in pria. Let + be defined as: .- .,

+(R,O) i a (aER A arO=0) v (3MERXfirCu' A a=P-O}

These redundancies will be eliminated by letting the RS of A be *'(All . R n},O)

*instead of iR R

* '0 Wedo not consider here the problem of multiple derivations of the szlne pro ~i)n:r this is disczus.sO in NMar

tins and Saioforthcoming.
-.- represents a contradiction and -represents deducibili!%.
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2. Suppose that in the RS of A I ir,aR 1 .  Rn} there exist sets, say pu and -, such that
n;..

pci.'. We claim that v can be discarded from {R ... R n without any loss of informa-

tion. Why? The fact that u belongs to the RS means that aup f- --. Also, using the fact

that any set containing an inconsistent set is itself inconsistent (Theorem 4, in Appendix

1), we can infer that auL/ is inconsistent, since (aup)c(auv). Therefore, the inclusion of ,

t/ in the RS is unnecessary. We denote by o(R) the set obtained from R by discarding this

kind of redundant set: ----.

c (R) = EoR -(3LqXO*C A OER A 6ccr) t

3. Suppose that in the RS of A rTcQ.R 1 . R there exists a set, say p. such that from a

proper subset of p, together with a. we can derive a contradiction. i.e.,

pOER1 . . . . . n ) : 3 b'cp : v- p A vUa H -.-.

In this case, all the wffs in p-. are irrelevant to the contradiction and therefore do not

need to be stored in the RS. There are basically two ways of handling this case:
t0

a. Whenever an RS is created, we will try to prove that subsets of its sets, together

with the OS of the wff can yield a contradiction. Clearly this case is not practical.

b. We do not worry about these cases, and let them be handled in practice when they

are discovered. In other words, when we build a new RS we ignore the possibility

of the occurrence of such a case and proceed normally. If later on we find out that

there exists such a subset s, we add s to the RS and let the function cr take care of 0

it.

Having in mind the points just discussed, we will say that the supported wff A r ,a.JR .

Y has a minimal RS if the following two conditions are met:
n .

1. Vr{R . .. R r -

2. Vr sER 1. .. R . R} rcs.

Now. let us consider what the RS of a supported wff resulting from the application of some

rule of inference should be. We %kill assume that we are applying rules of inference to sup

%- % %.

: : ' , , ." , , " " _ " " * " * ; / , ' ' . - . . . . . .. .- , . ..- . . . . '. . . . . . . . , . . . , . . . . . . . . . . . . . . . .
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ported wffs that have minimal RSs and that our goal is to compute a minimal RS for the

resulting supported wff. In Appendix 1, we show that all the supported wffs in the 0

knowledge base resulting from the application of the rules of inference of SWM have minimal -

RSs and therefore that our assumption holds.

To compute the RS of a supported wff resulting from the application of the rules of 0

inference of SWVM, we will consider the rules of inference of SW. The reason for this is thaT

SWM will have basically the same set of rules of inference as SW except that (a) the wffs

will have an RS, and (b) some of the applications of the rules of inference will be blocked.

' An analvsis of the rules of inference of SW shows that they can be applied to either one

wff or two wffs. The rules of inference that are applied to only one wff (-E, AE. and VI

"' result in a supported wff that has the same OS (and therefore should have the same RS) as the. -

parent wff. The remaining rules of inference require two supported wffs for their appiication.

Suppose that we are given two supported wffs to be combined by some rule of inference and .

that we want to compute a minimal RS for the resulting supported wff. Our approach will be

to look at the RSs of the parent wffs and determine which sets added to the OS of the result-

ing wff will produce an inconsistent set. An inspection of the rules of inference of the SV svs- -

tem shows that the OS of the resulting wff can either be the union of the OSs of the parent

wffs '2 or the set difference of the OSs of the parent wffs. Let us consider each of these cases in
• , * .. ..

turn:

1. Suppose that we are given A It o0 1, I. Rn and B Itb.SI, S~m) to be combined

by some rule of inference and that the OS of the resulting wif is oa Uo b' (This
corresponds to the application of the rules NiP. MT, Al, vI, and vE). From the definition of 0

* ~RS, we know that VrE{iR...Fn urt--nd VsE .(S 0 US~-- Using

* the fact that any set containino an inconsistent set is itself inconsistent (Theorem 4, in

S*12'Thts includes the case in whi,,t ,nr N,-'r,, " r t he sam e 0 1)

5.7 "" ''""
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Appendix 1). we can infer that

VrE{fR 1 , R. R) (oaUOb)ur -- and 0.

VSE(S, ... sm} (0aU

In other words, adding any one of R1  .  R 'SI**S too bprdcsanon

sistent set. By the definition of RS, it is clear that the RS of the resulting wi-F should

record the information contained in iR . R n }U{SI *S } However, if we let the
0

resulting RS be {R1 ... ,R~uS . M the resulting wif may not have a minimal
n S m

RS. To generate a supported %%if with minimal RS, we argue that two simplifications

may have to be performed on (R . . . . . n})U{S..S 11 s }. In the the RS of C

t '.-oU%.Rj.,Rn}{, .... ,SM , there mnay be an r such that rr-ouo L)o C 1 and thus

'must be applied to the union of the RSs of the parent wffs. Furthermore there may .

also exist rsEjR 1 1 RUsl S ) such that rcs'4 and, therefore, ar must also be,

applied to the resulting RS. We denote by AL the operation-

.... l. .. rmLoi on})cr(4r u ... urm , 1 u... .uo)

and define the RS of the resulting wif to be 4{{R R nMs1 . . 1R}.1 . {a'o b}) 0

Notice that the order of application of the operations a and ''is not irrelevant.1 5 We

prove in Appendix 1 that for every two sets A and B we have aPIKAWB)c+$(rA),B)

(Theorem 1) and that given A I t aoa~r a and B 1tb'rb.%.' the proposition

C It cOaLob./X({r a .rbl.{oa'ob)) has, in fact, minimal RS (Theorem 2).

2. Suppose that we are given ta~O R .a nd b' b' t is1 1'* .S} to be combined

by some rule of inference and that the OIS of the resulting wif is 0 a0 U0 (This

13COnSider, for example, the supported wffs A Ihyp.{A).{{A-C.B- -C.B3hand A-lhpi 003 -C.A.BE)_ Ap
pl'.ing the rule of MP to them, we obtain C ider.{A.A -. R. If we le: R be {{A -. - -C.I.MB- -C.BJ' (the union o
the two R SO. C wou Id not have a min imal R S. since the members of its R S are. not d isjoint f rom its OS.

'"Consider, for example. the su pported wff s 1) h vp.1 DM i A) and D- PI h vp.i D -P.{AVBI

15For example. o(4{UA.B.C1.(A.ND.Ffll oM(AR.B.(.i} - {'AI and i '(OARBCUA~J)HU.F''~
4 {i A.B.CLA 1) DY i FI {A.BRC .A 0

5 F
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corresponds to applications of -1 and -1): To form the RS of the resulting wif. we want

to find out which sets added to a -o b will produce an inconsistent set. At first it seems

*that knowing that the n sets (involving oa oaur, for rEJR R )are inconsistent it
a................................................n

* suffices to find sets (X I-..Xn )such that

VTE JR1 R. n) 3XEIX 1, n x U(o a~o b)=O aUr.

Such sets would be obtained by solving each of the n equations above, obtaining x=ruob

for each r in........R ) and therefore concluding that the RS of the resulting w-ff

should be iR UOb. R mUOb However, things are not as easy as they initially seem.0

The reasoninc iust described would be correct it'i .S~l Consider the following

example: suppose that wxe combine A derUO1.ClG)M.Nl with K Ihvp.{KH{JM)

resulting in the supported wi,-f J I derA{.C.K),HE.l{,UMh. From this latter supported wiXff

* wve can derive K -J under the OS MO.. But what should be the RS of this wkff' Accord-

ing to the reasoning just outlined, it should be {{F.G.KI.{M.,K}}. However, there are two

problems with this RS:

1. it fails to record the inconsistent set {BCN}:

2. it contains a set ({M,K)) which is known to be inconsistent.

The rea-son behind these two problems is that when some supported wif with non-empty

RS is combined with some other supported wif. it results in a supported wif from whose

* RS we may not compute the RSs of the parent supported %vffs. The only wXay that we see

to solve this type of problem is to compute the RS of the supported wi-f whose OS is

0 ao b directly from the RS.- of the hypotheses in o a Ob' " Denoting by the operation

(0)=-g({r:3HiEO:r=rs(H )Lo:3liEO:o -os( 1i))) 0

wve conclude that the RS of the resultinc wiff should be ( -oh W Ae have proved

~'"ne prC',h l 'M'LV th;, R<S can tv 3%~ C.rrPu:rT .t"iv- x st. to exarnpi 0

Nartins and Shapv .
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(Theorem 3. in Appendix 1) that C i tcOa Ob,(oa-o b ) has a minimal RS.
C ..- a- b

°e 9. Conditions of Combinability of Wffs
,. '.-'2'

Two supported wffs are combinable by some rule of inference if the supported wff £

resulting from the application of the rule of inference has an OS that is not known to be

- inconsistent. In this section we define the conditions under which two supported wffs are

combinable.

To do this, we turn again to the two ways of forming the OS of the wff resulting from

combining A ta1Oa{R. 1  I Rn and B 1 tb.Ob,{S .1  m

1. The OS of the resultino wff is o uob: To make sure that oa uOb is not known to be incon- S

sistent, we will require that it does not contain any of the inconsistent sets involving

either oa or ob that we know of: oaur for rE R1,.. . Rn} and ObUS for sE{S 1E . Sin} .

In other words, we want to guarantee that VrE{R 1  ,Rn } (OaHr) (oaUob)and VsE{SI.

.Si} (ObS)C(OaUb). Since r is disjoint from oa and s is dispoint from o this entails

that the following conditions ha\e to be met:

VrEjR. Rn rco.:nd

VSOSS sco J

This means that the RS of one of the wffs cannot contain a set contained in the OS of the

other wff. We define the predicate Combine, which decides the combinzibilit of the sup-

ported wffs A and B:

false if 3rErs(.4) rcosIB["

Combine(A.J?) false if 3rErs(B) rcos(A)

Lrue otherwise

2. The OS of the resulting wff is oa-Ob: In this case, since oa is not known to be an incon- " ..

sistent set (the rules uf inference will be stated in a way that will prevent the -
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derivation of a wif wkith an OS known to be inconsistent), we can conclude that neither

is 0 ao (see Corollary 4.1 in Appendix 1).

10. Rules of Inference of SWM

* We now presen~t the rules of inference of SWM,.%. To make the rules easier to state, we use

the function A defined on OTs as follows:

ext if a=ext or b=ext0
Aa) ider otherwise

This function takes as arcuments the OTs of %xffs to be combined bv some ruie of inference

and produces the OT of the resulting wif.

*Hypothesis (Hypt: For an% .,ff A and sets of wffs R R (nau)., such that Vrt-ik
V n 1

Rk rnACand V rsE{R, ,R~ rcs, we may, add the supported w\-F

A ![hv p2iA U R R to the knowledge base, provided that A has not alreaiy been

introduced as a hypothesis. . %

Negation Introduction P-I: From A it 1 o.r, -A It 2 o,r, and any set iH....I , infer

n n nn

-A >. 0 Combine A.-A), and anv' set il H lc(o U01). infer -(lA.

Al nH ext. (o~ Iuo 2 A{l~ .11 1 ]. ((o i Li0 2 )Hfi 1 .

Negation Elimination (-L): From -A t~o~r, infer A I At,t).ojr.

And Introduction (Al 1:1roni A t ,r and 111 t.o, infer AAB .\(t1 .t ),o~r. Fromi .t 1 , r ~

"."_).j' j d(ornibine(A.fl. infer A AB ext~o1 Uo2 4r 1 .r }o L

And Elimination (A: romn A Ali t.oxr. and t--ext, infer either A der,o~r or BA der~ Ir
*Or Introduction (truth functional) (71): F rom A t,o~r. infer either AVI3 1 Vt,t),o.r or '

as... . .--............
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BVA IA(t.t).o.r. for anv wff B.

- Or Introduction (intensional) (yi): From -A-B torand -B-A :.,.o.r. infer-

AvBi.%(t t o~r. .-

Or Elimination (yE):

a. From AvB t 1, 1 r -'A It1,0,o7,r and Combine(AvB.-A). infer

B I At 1t ).o1 Uo2 ir 1 rhoo). From AvB tl,ol,r,, -B it1.011., and

Combine(AvB,-B), infer A IA(t1 l )'9o1 uo2,(r .r.}{ 1 -0

*b. From AvB t 01 r. A-C I tlo 2 .r B-.Cjt 3 .o~. and Combine(AvB.A-C). infer

11' A02' 3

Implication Introduction (-H): From Blder.o~r and any% hypothesis H~o. infer

H -B der~o-{l-1}Xo-{H}).

Modus Ponens - Implication Elimination, Part I (MIP): From A t o r A A-B t,,o0r. '.5

and Combine(A.A -Binfer B IA(t t )'o1 Uo,.'Air1 .r.Ho1 .,2))

Modus Tollens - Implication Elimination, Part 2 (\IT): From A -11, 0. T.1 -B t'. 0r)

and Cornbine( A -B.- B). inter -'A ,A(t11 t 2 ),o uo,A4{r r1 io'o ).

Updating of Restriction Sets CU'RS): From A i t 1 , 1 11,1 and -A tor we must replace

each hypothesis lI hypjIillR such that HIEWo u0.5) by

H-1 h vpA 1 } o,(1 ui(o IUo 2)-II8. Furthermore, We Must also replace ever.\ supported

0 wif F it~o.r (t=der or t=ext) such that otio uo2) *C byv Fl t.o '(r(To u0)W

V Introduction (VI): From NOt der.ouLAWt)hr, in which A(t) is a hvpothesis that uses a term

S (W never used in the systemn prior to As introdluction. and t is not in o or r, infer .
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V(XXA(X)-B(x)I I der,o,(o).' 7

V Elimination - Universal Instantiation (VE): From the supported wffs V(xXA(x)-B(x)] S

t1.o01 1r I. A(c) I t 2 ',o2 r 2 ' and Gombine(V(xXAWx-B(x)LA(c)), where c is any individual ;: Pr..*

symbol, infer A(c)-B(c)lI M~t1 .t )o uo,(rrr{ 1 ,I 3 Introduction (31): From A(c) t,o,r where c is an individual constat ineVKX~)

A(t~t).o.r.

3 Elimination (3E): From 3(xXA(x)] t~o~r infer A(c) IA(t,t),o,r where c is any individual-

constant that was never used before.

The following theorem holds for SVNI (its pro-of can be found in Appendix 1):

Theorem 5:16 All supported wffs in the knowledge base resulting from the application of the

rules of inference of SWMI have minimal PS.

The rules of -1I (part 1), Al (part 1) and vi are only applicable to supported wkffs that

have the same OS and the same RS. This condition is not as constraining as it may. seenm at fir-,

glance, since, if two supported wffs have the same OS, then they also have the same RS, a,; the-

following theorem states (its proof can be found in the Appendix 1): J".i

Theorem 6: In the knowledge base resulting from the application of the rules of inference of

SWM, if two supported wffs have the same OS, then they have the same RS as well.

'1A
Corollary 6.1: Every OS has recorded with it every known inconsistent set.

17 According to this rule of inference, the universal quantifier can only be introduced in the context of an impli-
cation. This is not a drawback asa it ma'. seem at first since the role of the :itecedent of the implicatior. (A0 is to
define the type of objects Which are being quantified. This is sometimes called reiatiwized quantificaton.

"~The numbers of the theorems co, respond to tht numbers presented in Appendix i.

6 3
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11. A Contextual Interpretation for SWM ,...

11 %

Having presented the SWM system, we now discuss how a computer program using

SWN should interpret SWM's wffs and how SWM's features can be used effectively in appli-

cations of belief revision. In this section, we provide what we call a contextual interpretation "''

for SWM. We use the phrase "contextual interpretation" instead of just "interpretation" for the S

following two reasons: on the one hand, we want to stress that we are not providing a full-

fledged interpretation for SWM in the logician's sense of the word; on the other hand, we want %

to emphasize that our definition of truth depends on the notion of context. This contextual 0

interpretation defines the behavior of an abstract belief revision system (abstract in the sense

that it is not related to any particular implementation) which we call MBR (the Multiple

Belief Reasoner). S

MBR works with a knowledge base containing propositions associated with an OT, OS,

and RS (in SWM's sense). The propositions that are added to this knowledge base follow the

rules of inference of SWM. Within this knowledge base, there may exist contradictory wffs

because different users with conflicting interests may have entered contradictory information.

"'hen one of the users queries the knowledge base. he'she may nov care what the interests of

the other users are. Among all the wffs in the knowledge base. there is, for each user, a set of "

distinguished ones, called the set of asserted wffs. wvhich contains those and only those wffs

that that user wants MBR to consider.

We assume that each user of the knowledge base has some primitive set of propositions

that he/she wants to consider and that he/she told the system about. Such propositions were

entered into the knowledge base as hypotheses. Every proposition derived from this set of

assumptions will be considered by that particular user. Each user considers all the propositions " ,

in the closure of his/her set of assumptions under the rules of inference. We are also assuming

that rules of inference are meta-level entities that are accepted by every user of the system. .

This latter assumption seems reasonable since the rules of inference are the entities that guide

LU1
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the reasoning of the system.".

We define a coniext to be a set of hypotheses, representing the set of primitive assump- ,..

tions of some user. A context determines a Belief Space (BS), which is the set of all the

hypotheses defining the context and all the propositions that have been derived exclusively ,

from them. Within SWM the wffs in a given BS are characterized by having an OS that is con-

tained in the context. It fo ows from this definition that the set of contexts represented in the

knowledge base at any time i, the power set of the set of hypotheses existinc in the . "'"-

knowledge base.

Any operation performed within tht" knowledce base (query, addition, deletion, etc.' %ViII

be associated with a context. We will re:e7 to the context under consideration, i.e.. thv. c'ntext . -.

associated with the operation currently beino performed in the knowledge base, as the curre !"

context. While the operation is being carried out, the only propositions that will be considered.

are the propositions 'n the BS de,,2d by tha: context. A proposition is said to be beli-ed if " .'
0

belongs to the BS under consideration (the IS defined by tie! context under consideration, als -

called the currenz belief space). We can look at contexts as delimiting smaller knowledge

bases, the Belief Spaces. within the kncedce base. The only propositions in the kno, iel"e '

base that are retrievable are those prop.m):tions that beion" t. the current 13S.

12. Consistent vs. Inconsistent Contexts ..

A common goal among knowledge-base users is to stay away from contradictions, i.e., to

avoid the simultaneous belief of a proposition and its negation. Taking this into account, it

would seem natural to constrain contexts to be consistent sets of hypotheses, not just any sets

of hypotheses. Let us note, however, that determinint whether a contradiction is derivable

from a set of hypotheses is a difficult problem in logic, and thus the condition that contexts are

l'Konoige 851 presoents a system in which differen,: users cin have diflerent rules of inferente " " ' -

- - .-".- "-*-.
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not inconsistent may be very difficult to enforce. For that reason. we may settle for the ".''-.

weaker condition that contexts are not known to be inconsistent.

Within MBR, we can easily detect whether a context is not known to be inconsistent by

considering the RSs of the hypotheses defining the context. Given the context {I . H the . ,,.

condition

VI]E{I .... H n VrErs(H) : re{H Hn }-11W.

guarantees that this context is not known to be inconsistent . - - -

However, it may be the case in MBR that one desires to perform reasoninc within the BS

defined by an inconsistent context, a kind of counterfactual reasoning. This cn be done in

MBR. because the existence of contradictions in SWM is not as damaging as in classical logic. in

which anything can be derived from a contradiction. Also due to this, in MBR one may not

want to bother discarding hypotheses after a contradiction is detected, since not the entire sys-

tern will be affected by the contradiction.

In MBR, the condition that a context is not known to be inconsistent will not be compul-

sory but rather advisable if one doesn't explicitly want to perform reasonimn in B BS that is

known to be inconsistent. The reason it is advisable is that within a BS defined h\ a context

not known to be inconsistent, sore'. simplification can be considered during the application o!

the rules of inference, as stated by the following theorems (their proofs ca, be rounJ in the

Appendix 1): •

Theorem 7: If C is a context that is not known to be inconsistent, then, for any two wffs, A

and B, in the BS defined by the context C, we have Combine(A.B)=true.

0 Corollary 7.1: If one uses a context that is not known to be inconsistent, then MB does not

need to check for combinability between the wffs before the application of rules of

inference.
* ~ Th codiio ~Hl 1i (3r rs(H) ((H~ r) 7{ H . n

1'he condition 3H(iH n  n guarantees tha: the con:e\! H Hn S
is known o0 be inlconsistent
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13. Two levels of Belief Revision

Let us now consider how MBR acts when a contradiction is detected. We will discuss

two levels of belief revision: belief revision within the current context and belief revision

within a context strictly containing the current context. The main difference between them is
,% .% .,..%

that the former may require changes in the current context and allows the deduction of new

wffss while the latter leaves this context unchanged and does not allow the deduction of new

wffs to the knowledge base.

SWM has two rules of inference to handle contradictions: negation introduction (-'1) and ..-. -•

updating of restriction sets (URS).

The rule of -I states that from the combinable supported wffs AOt 1.Or 1 and
.0

-A lt 2 ,o 2 ,r2 we can deduce the negation of the conjunction of any number of hypotheses in -

l 2 under an OS containing the remaining hypotheses. This rule is applied whenever two

contradictory wffs are found within the current BS. Its effect is twofold: (1) It may cause the

current context to be changed. The fact that both A and -A were derived within the current

BS means that the current context is now known to be an inconsistent set. If one wants to

maintain contexts that are not known to be inconsistent, then the current context has to be '''

0
changed. (2) It allows the addition of new wffs to the knowledge base. Such wfls are nega-

tions of conjunctions whose conjuncts are hypotheses in the current context (the hypotheses in . .

° l 2 )".

The rule of UkS has the effect of recording the occurrence of contradictions in the RSs of

all the hypotheses underlying a contradiction (and the wffs derived from them). This rule. i.

however, does not allow the addition of new wffs to the knowledge base. This rule is obliga- 9

torily applied whenever two contradictory wffs are found, whether or not they belong to the

current BS. Upon application of this rule, there will be an explicit record in the knowledge. ]

base about the possibilit" of the derivat . of the contradictory wffs. 0
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When a contradiction is detected, one of two things will happen:

I. Only one of the contradictory wffs belongs to the current BS.2 ' The contradiction is

recorded (through the application of URS), but nothing more happens. The effect of doing

so is to record that some set of hypotheses, properly, containing the current context. is J-

now known to be inconsistent. This results in wvhat we call belief revision within a con

text properly containing the current context. This type of revision of beliefs has the

effect of recording that a BS larger than the Current BS is inconsistent.

2. Both contradictory wffs belong to the current 13S. URS is applied. resultinc in the uN

sing of the RSs of the hypotheses in thh: curr-en: context (and the derived %kfs ir.t-

current BS). In addition, the rule of -1 may also be applied. This results in %vhl -xvc c,;!

belief revision within the current context.

14. An Annotated Example

In order to clarify the concepts introduced so far. we present an example obtained usinz a1

particular implementation of MBR. The systemn whose output we show here, called S 'eBik

(SNePS Belief Revision), is an implementation of MBR using the SNePS semantic ne-twork pv 0

cessing systemn [Shapiro 79a 2 and is written in Franz Lisp [Foderaro, Sklower and Lay-er 84.

running on VAX-11 systems at the Department of Computer Science of the State Lniversit\ .

of New York at Buffalo and at the Instituto Superior Tecnico (School of Engineering of the

* Technical University of Lisbon, Portugal). The results shown in this example represent a

J. slightly edited version of the output generated by SNeBR when it uses a programming inter-

face called SNePSLOG [McKay and Martins 811. a logic programming interface to SNePS.

2 'Note that at least one of the cont.radicn,-r% %kfl, hv!,n;, 't- thte Cu1rctt BS. since a, contradictior i dtetewl
v% nenever some nexki aer',ed w.4 contradicts senie exirt~r%, ore. .n,: dirri.\ TI d ,W.P.s alua\s hei,' t, tiie CL77t-.:

Bs.

211r SeW., prcip.ysicions are represented t,% SePl, fiewakr prpto e.t en linkedv.:: th, h%.
potnie.e' ii. its OS and the sets in it% RS.

4.6 F
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In tis eampl, S.eBRis used as a meeting-scheduLling sytm h knowedg base cn

tains general statements reflecting policies for scheduling meetings and also Statements concern

ing the particular schedules of the SNeBlR users.

* SNeBR is asked to schedule meetings among a certain number of its users: it does so either

by finding a time slot that is compatible with their particular schedules or by reporting that0

the schedules of the users do not allow the scheduling of the desired meeting. In this example,.

we will assume that:

1. Meetings are being scheduled within one day onlv: therefore. information abolut dates Is

absent from our representation.

2. Meetings cannot both be in the mcirnmn: aind in. the afternoon. This assumption v,

represented by the following proposition:

V(x)[meeting(x) -.(time(x,morning) -.- time(x.afternoon))]

3. Two different meetings cannot fill the same time slot. e.g.. morning, or afternocr. i

assumption is represented by the followving proposition:

V(x,y)[(meeting-(X) A rneetingly) A Xv~y) -

((time(x,morning) - time(y,af ternoon)) A

(time(x,af ternoon) -. time(y,morning)))]

* In our example. we will assume that S~eBR is being used by a department wAithin some

universitv. We will follow SNeBR's behavior using the information contained in the schedule,.s

* of two of its users. Stu and Tony. Both Stu and Tony alreadv have some scheduled meetings:

1. Stu's schedule: Stu teaches a seminar in the afternoon, which is represented bv the prop~o-

sition time(seminar,afternoon).

2. Ton vs schedule: Tony has a tennis game scheduled in the morning, represented by the

proposition time(tennis-game,rnorning).

The knowledge base also contains information about which objects are meetings., i.e-

meeting seminar), meetingi ten nis-game), ieeting( faculty-meet). V-icure §sho, tht
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knowledge base for this small example. As a shorthand, we do not represent )Ss and RSs as

sets of hypotheses but rather as sets of mnemonics representing the hypotheses.> 2-

hypi :V(xXmeeting~x) - (tinie(x.morning) - -'time(x~afternoon))I I hyp,{hypl).{)0

-sp

hyp2 :V(x,yX(meeting(X) A meeting(y) A xiy)
((tirne(x,morning) - time( y,afternoon))

A (tiine(x~af ternoon) -time( y.rnorning)))I
I hyp,{hyp2L)j

hyp3 :meeting~seminar) hyp,1hyp3L{}

hyp4 meeting( tennis-game) IhypA hyp4)1j

hyp5 :meeting(faculty-rneet) I hypAhyp5}I1 5

% ~ hyp6 time(seminar~afternoon) I hyp.{hyp6)J

hyp7 time(tennis-game,morning) Ihyp,{hyp7),01

Figure 5
Hypotheses in the kn,-owkledge base

0

NOW Suppose that Tony' wants to schedule a faculty meeting and that he w'ant.- to C

according to his schedule: he considers the general statements about meetings (hypl. h%,- 2 .

hvD4, and hyp5) and also considers the statements that reflect his schedule (hyp7). In other

r . I..words. he does reasoning within the BS defined by the context Tonv-Sched~ule=ihvpI, hvp2,

hvp4. hyp5. hvp7). According to our contextual interpretation, this means that the or.ly prop'

sitions retrievable from the knowledge base by Ton\ are the propositions contadined in the '.et

Ton-v-schedule and all the propositions derivjhle from them. When SNeBPR is, a.-keJ todeu

sit. and its RS carttains, Lntks to~ the s ate in%.:!er t tlttp-~x~i 0)

7O
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,when the faculty meeting will be (according to the propoitions in the BS defined by the con-

text Tony-schedule) derives the wkffs in Figure 6. From this interaction, Tony concludes that

the best time. for him, for scheduling the faculty meeting is in the afternoon Owff2).

wifiL tirne( tennis-gaxne,morning) -. time( faculty-meet.af ternoon)
I der~jhyp2,hyp4,hyp5l,{}

wff2: trnie( faculty-meet,afternoon)lIder,{hyp2,hyp4.hyp5.hyp7}.( I

wff3: time( faculty-meet,morning) -- time( faculty-meet.afternoon) 0
Ider,(hyp 1,h vp5~.

wff4: -tlme( faculty-meet.morning) IderilhvplI.hvp2.hyp4.hyp5.hyp7.{1

Figure b
wff s derived f rom the conrex, 'I on',t _J

Sup-xose rno)k thdt Stu also tries to find the m(,,, L, enien! Ctime. for him. t,. hdv- a

! aculty meInc. I7 this case, he does reasoning ,kih:, thtr BS defined b% th context StL-

* scedue~hpl.hvp2. hVp3. hvp5, hvp6 . Again. aC~orJMin:t :OL ou ntextual interpretation.

the onl% PTpropo:ticns, retrievabie by Stu are the propos:in\ con*L.aine_ in the set Stu-schedule

and all the prorv)sitions derivable from them. Notice tha-, wff3 is, in this BS even though it

wakzs derived when Ionv-schedule was the current contexT.

wff5: time(seminar,afternoon) -time(faculty-meet.morning)

I dcr,(hyp2,hyp3,hyp5l.0

wff6: time( faculty-meet~morning)lIder, h yp2.h yp3.h yp5.hyp6)Hi

Fi-eurc7

Nk-ff s de r I e d f ro m t he c on, et zus id
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Figure 7 shows some of the results generated when a request is made to schedule the

faculty meeting in the BS defined by the context Stu-schedule. While answ.ering this request. 0

S.NeBR deduces that the faculty meetirg is in the morning (wif 6. Figure 7). When wkff6 is

derived SNeBR finds out that it contradicts wff4. Since %OT4 does not belong to the BS under

consideration (which is nowk the BS defined bv the context Stu-scheduie) there is no visible

contradiction. However. Se3R records that the union of' the contexts, Stu-schedule and Tony-

schedule (ffhvpl. h~rp2. hvp3. hvp.4. hvp5, hvp6. hvp7l) is an inconsistent context. The rule

-URS is applied. resultinc, in the knowledge base represented in Fivures S and 9. S\eBk reports

*to Stu that the facu~tv rnee~imc should be in the mornino

hypi: V(x)[meetingfx) -(time(x,morning) - -'time(x.afte-noon))]
I hyp.ihypl),{{hyp2,hyp3,hyp4,hyp5,hyp6.hvp7)i

hyp2: V(x~y)[(meeting(X) A rneeting(y) A Xay) -

((time( x~morning) - time( y,af ternoon))A
(tirne(x,af ternoon) - time(x.morningf)]

I hyp.{hyp2),(lhypl,hyp3,hyp4,hyp5,hvp6.hvplfl

hyp3: meetinglseminar) I hyp.{hyp3l{(ihypl~hvp2.h yp4.hyp5.hyp6.hyp7 }}

- . hyp4: meetingitennis-gime) I hyp.{hyp4},{(hvpl~hvp2.hvp3,hvp5.hvp6,hyp7)}

* hyp5: meeti ngifacuity -meet) I hyp,{hyp5),{{hypl.hyp2.hvp3.hvp4.hyp6.hyp7}

hyp6: time( seruinar~morning) I hyp,(hyp6},{Ihypl,hyp2.hyp3,hyp4,hyp5,hyp7l)

hyp7-: time( tennis-game.af ternoon) I hyp,{hyp7),flhyp1 .hyp2.hyp3.hyp4,hypS,hyp6))

Figure
Hvutessin the knowledge base iitte-, R "



wif 1: time(tennis-garne,rnorning) -. time(f aculty-nieet,af ternoon)
I der,{hyp2,hyp4,hyp5),{{hyvpl~hyp3.hyp6hyp71

wff2: tirie( faculty-meet,afternoon)
I der,{hyp2,hyp4.hyp5.hyp71,{ihvpl.hvp3.hvp6}1

wff 3: time(f aculty-meet.rnornirig) - 'time(f aculty-meet,af ternoon)
1 der.{hypl.hyp5).Uihyp2.hyp3,hyp4.hyp6.hyp7))

wff4: -'time(faculty-meet~rrorning)
I der.{hypl,hyp2,hyp4,hyp5,hyp7),{(hyp3.hyp6l

wffS: timer seminar.afternoon) -. tixne(faculty-rneet.morning)
I der,ihyp2,hyp3.hyp5),((hypl.hyp,4,hyp6.hyp7)

0wff6: time(faculty-meet~morning) 0
I derjihvp2.hyp3.hyp5,byp6l.{{hypl,hyp4.hyp6lI

Figure 9
iDeri'~ed pror. .)stions in the knowledge base after LR,

0

* Suppose nov, thi: someonie wants to schedule a faculty meeting with all the memlbers of

the faculty, whicri include,-.v h Stu and Tony. WVhen the request is made., consider accntext

* containing Stu-schedule and Tonyv-schedule. S~eBR immediately reports that such a coIntest V,

* inconsistent. Notice that this context contains. possibly among others, the hypotheses, h';pl.

* hvp2. hyp3, hvp4, hvp5. hvp6. and hyp7. The RS of hypi. for example, .,iinp2. hyp3, hvpA.

- hyp5. hyp6. hvp78) (Figure 8). which records that the set of hypotheses hvpl through hyp7 is

* inconsistent. S~eBR responds that such a context is inconsistent and that it should be re,, ised.

- Suppose that instead tit Ton'; and Stu making the request first, eae is maJde to

* schedule the faculty mneetin,, within a M' defined by a context containin.: Sta -s 'edule and

Tony-schedule directly from the knowledge base represented in Figure 1-. I thl's L.1',. there art:

no recorded inconsistencies, and S~ellk will try to schedule the facult\ rneetlnc, :,Iha B

[ivu re V( represents some oI the resultk derI\ ed t ollhwini: the quer\, "i

7 3



meeting will be in the BS defined by; a context that contains the union of the contexts Stu- -

schedule and Tony schedule. '

wifi':-' time(f aculty-meet,morn i rg) der,(h y phyp2,hyp4h yp5,hyp7,{}

wff2': time(faculty-meet,rnorning) Ider,ihyp2.hyp3,hvp5,hyp6,I

Figure 10
wffs derived within a context containiniz both

Tonv-schedule and Stu-schedule

In this case. both wff V and wiff?2 belentc to the 11S undier consider;ation (the current con-

*text conitains, the lh'sotheses hypl. hvp2. hyp3 hvp4, hvpf., hvp6. hvp7, Therefore, wvhen the

contradiction is detected, not only is the rule of CRS applied. recording, the inconsistent set, bui

* -1 is applied also in order to rule out some hypothesis (or hypotheses)2 4 definin the current

context.0

* 15. Conclusions

We presented a lovic, SWM'%. that captures the notion of propositional dependency and is

able to deal with contradictions, discussed the properties of a computer program based on,

S\VM, and show.ked an example of an application of SWM.

The SWM.\ system is loosely based on relevance logic. It associates two sets with each pro--

* positionl the origin set (OS) contains all the hypotheses that were used in the derivation of the

proposition; the restriction set (RS) contains those sets, of hypoNtheses that are incompatible 6

* with the proposition's OS.

M- t''\ ui .'' P..s- .ajtte, th..: re-7" 1. *r 'A c one v'~ h r . t st ~ n , p ,xiuce on con te x t
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We argued that it may be desirable, in some cases, to introduce in the OS of a proposition -. -

some hypotheses that were not actually used in the derivation of that proposition. These con- -

siderations resulted from the fact that SWM is to be used as the underlying logic of a reason-

ing program working on a knowledge base in which one may want to conjoin propositions

with different OSs. Such a conjunctin cannot be allowed without restriction, due to the possi-

ble introduction of irrelevancies. The SWM system allows for this case, provided that the

resulting proposition be marked as special. This special marking, reflected by the OT of the

resulting proposition beini "ext", identifies it as a proposition whose OS contains some informa- S

tion irrelevant to the derivation of that proposition. Every proposition in SWM whose origin

tag is not "ext" effectively depends on every hypothesis in its OS.

SWM deals with contradictions by means of the rules of URS and -1. Upon detection of a

*- contradiction and identification of the hypotheses contained in the OSs of the contradictory

propositions as an inconsistent set, the rule of URS has the effect of recording the inconsistent

set in the IRS of every proposition depending on hypotheses from this set. The rule of -1

allows the derivation of new propositions from a contradiction.

There are several relationships between propositions, their OS, and their RS. In fact. each

* proposition in SWM has a minimal RS, in the sense that RSs are free from some kinds of

redundancies. WVe car. also, say that each proposition in SWM has a maximal RS in the sense

that its RS records all inconsistent sets known so far. It can be shown that every proposition %

with the same OS has the same RS, reflecting the fact that RSs are both minimal and maximal.

In MBR, an abstract belief revision system based on SWM, the notions of context and

belief space are defined. A context is any" set of hypotheses. A context determines a belief •

space (BS), which is the set of all propositions whose OS is contained in the context. In other . -

words, a BS contains all the propositions that depend exclusively on the hypotheses defining

the cr'ne>.:. The n:ti~cns of context and BS provide a contextual interpretation for the proposi-

~V.i ~dsystem. In; fact, given anv context, the oniv proposition-s wkhose truth
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value is known are those propositions that belong to the BS defined by the context. The truth

value of all the other propositions is unknown. By a proposition having an unknown truth

value, we mean that in order to compute its truth value one has to carry out further deduc-

tion, and it may even be possible that its truth value is not computable from the hypotheses

under consideration. "

" Queries to MBR are associated with a context. Following a given query, the only proposi-

tions that are retrievable from the knowledge base are the ones that belong to the current BS

(the BS defined by the context in the query). 0

We discussed the cases in which the rules of URS and -I should be applieJ: \\hen a con-

tradiction is found and one of the contradictory propositions does not belong to the curren, BS.

Sthen URS must be applied, recording the contradiction and -I is not applicable: if both contrad-

ictory propositions belong to the current BS, then URS must be applied and -1 should be

applied if one decides to get rid of the contradiction.

When a contradiction is detected in the current BS and - after selectino one or more

hypotheses as the culprits for the contradiction - one is faced with the problem of making

inaccessible to the automatic reasoning system all the propositions that were previously

- derived from such hypotheses, all one has to do in MBR is remove the selected hypotheses from

the context in the following queries. Afterwards, all the propositions derived from the selected

hypotheses are no longer in the current BS (since their OS is no longer contained in the current

context) and consequently are not retrievable by the deduction system.

The same mechanism may be used to delineate the beliefs of different individuals. Let-

ting the current context be the set of hypotheses believed by some individual has the effect of •

limiting the attention of the inference system to the BS of that individual and thus separating

his/her beliefs from the beliefs of all the other individuals, in the sense that only the proposi-

tions that he/she believes are available to the deduction system.

" ~~~76.':.-''
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0

Finally. SWM and MBR have been fully implemented in a computer system. SNeBR, -

written in Franz Lisp and using SNePS.
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Appendix 1: Proof of theorems

In this appendix, we pre-sent the proofs of the theorems mentioned in the text.

Theorem 1: For every set A and B o-(4'(A.B))c 4{a-(A),B).

Proof: 'We'have to show that

(VxI'x:d4'(AB)) - xE-4' o(AXB)1.

Suppose b-y wvay of contradiction that 3xE c('JKA.B)) such that xe V o(A).11. Since

*xC- '$A.B)) we knowk that

1. V'aE'$A,B). cox then ctcx

4 2. xnir0=C

and that one of the following cases holds:

3. xE A

If case 3 holds wve can conclude that "

* -. . * .

4. XE o-A)

which, together with 2, implies that Xe 4ors(A),B), which is a contradiction. "'

If case 3' holds, we know that

4'.(x ufl)E A 21
ST r From xev4rAB) we can infer that

f rom 4' and 5', it follows that .-

(6'3-yA :yc(xu)) and Ec B-..

Letting y'=y-B it is clear that / xE+AB). From 2 and 6' it follows that ,o . cx,

which contradicts 1. 7

Ri.
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Theorem 2: Given the supported wffs A to jr and B IthO.b.rb then the supported wif C
a aa

tc.oau%4b'Ajra'rb}fa'o,%l) has a minimal RS, regardless of whether or not A and B have

minimal RSs.

Proo: Sppoe b wa ofcontradiction that given A t .0 r andBIt0 th
bypote way ofC I tboob)rb(rthe

supportedc ifCItoa ~b"aa'rb) aob}) does not have a minimal RS. This

entails that one of the following two cases holds:

I. 3rE4 arbj MOaOb :rrio Uob);e

2. 3 rsE AA ira j b){oa.ob) :rCs. '

Suppose that condition 1 holds. Since rEp({rr j iAo .b0 we can infer tha'

rE'4'(r ur o uo) which. due tc, the wvav P wvas defined, contradicts the facta b' a b'

0that rr-(oaub': U%) 2

Suppose that condition 2 holds. S.ince rst } 20i j Ho }) we can infer that

rsE ((4<r u rb a0 ) which, due to the wav (T was defined, contradicts the

fact that ris.

Therefore C It c'oauobararb),{oa'ob}) has minimal RS. E)

Theorem 3: Given the supported wffs A Ita10 All i I*~Rn and B tbr thn0

tO -'o _0b(o -0 ) has minimal RS.ba b

Proof: Suppose that oa--%=IHI1......Hn Taking into account that C I--

tclo ob0o -%b) is the same as C 1 tc'oa-ob'Atjrs(HI)....rs(H n )1,{( { 1}.

{l1 H the statement of this theorem follows from Theorem 2. Cn

Theorem 4: If A is an inconsistent set then so is any set containing A.

Proof: The proof presented is based on the fact that a Proof of B from (A ,11 A n

is a sequence of lines, the first n of which are All . A n and the last of which is

32
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A

%, %p%

B. Each line between A and B is obtained from the previous line(s) by the appli-n

cation of some rule of inference and is justified by R(LIL 2 ) in which R represents

some rule of inference and (L1 L2 ) are the line numbers of the parent wffs.

Suppose that A={P 1 . ... Pn) and let rl(LI] .L 1 ), r2 (L2 1 ,L2 2) ..... r k(L kLk"

represent the sequence of applications of rules of inference to the (ordered) set A

(and to the wffs derived from them) to generate a-. Suppose that AcB and

B-A=iS l . . . . . S}. B can, therefore, be written as the following ordered set (in

which the order of S S is irrelevant) B=S l  SP l V 1)1J Then, letting 0 •

'f =Lf -i., the follcwing sequence of rules of irference r (l',L
fc foI I gL 12'

r2 ( .L'22) . rk(L'kl.Lk2) describes a derivation of a from B. E:-

Corollary 4.1: If A is not kno,-n to be inconsistent then neither is any set contained in A.

Proof: Suppose by way of contradiction that A is not known to be inconsistent and I S
, . .% " '

that BcA is known to be inconsistent. By the Theorem 4, A is known to be incon-

sistent. which is a contradiction. CD

I 0

Theorem 5: All the supported wffs in the knowledge base resulting from the application of "'

the rules of inference of the SWM system have minimal RSs. . •

Proof: The proof will be done by complete induction on the number of applications :-

of rules of inference. -" "I

The only supported wffs which can be obtained by applying one rule of inference .

only are hypotheses and the rule of Hvp guarantees that the' have minimal RSs.

Suppose now, by induction hypothesis, that all the supported wffs obtained by the j
I 0

application of less than n rules of inference have minimal RSs. We will have to

.. .- - .

prove that the supported wff obtained by the application of n rules of inference has
83
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minimal RSs as well.

1. The supported wff is obtained by the application of either -E, AE, V1, vl, 3I, or 3E then

it has the same OS and RS as the parent supported wff and consequently has minimal RS.

2. The supported wff is obtained by the application of either MP, NIT, Al, yE, or VE, then by

Theorem 2 we may conclude that it has minimal RS. •

3. The supported wff is obtained by the application of -.1. or VI then by Theorem 3 we can

conclude that it has minimal RS.

4. The supported wff is obtained by -'I. We will show that a supported wiff obtained usir.n '' "

the second part of the rule of -I has minimal RS (to show that a supported wkff obtained -

using the first part of the rule of - I has minimal RS as well it suttees to take i . :n

* the proof that follows). Consider A tl.o,r 1 and -A I t2 ,o2 ,r2 . For {l .

Hn }C(o UO), the second part of the rule of -l allows us to deduce -'(F1 A . ..A ) ext.n n12 1n

01 2UO2(ouOb-{H .. .Hn}). To show that this supported wff has minimal RS let us 0

suppose that it is obtained in two steps: first, deduce AA-'A Iext. 0o U4L({r1.rLAo 12

second, from the above supported wff deduce ,(HiA . .. AHn ) I ext, o Uo1 -{1t.

SHn},(OaUOb-{Hi . n .. . by Theorem 3 this supported wff has minimal RS.

5. The supported wff is obtained by URS. We will consider two sub-cases:

a. The supported wff results from updating the RS of an hypothesis. Suppose that the sup-

ported wff is obtained by updating H 1 hvp,{Hl,R. We know that prior to updating H has

minimal RS. We want to show that H I hyp,{H},o-(Ru{(olUO)-H}}) verifies the follow- . . .

ing conditions:

1. VrE '(Ruj(o uo 2 )- HIC rnH--,112

2. VrsE o'(Ru(o 1 uc 2 )-{H}}) rts.

Copdition I holds since VrER, rr H}--- (before the update H had minimal RS) and

[(O uO-{H}] n (H} = 0 (by definition). Condition 2 is verified by definition of o.

84~
,.• .

- - - .



0

b. The supported w%-f results from updating the RS of a supported wiTf whose OT is either

"der" or 'ext'. Suppose that the supported owif is obtained by updatin2 F t.o.R (tohvp).- 9

We want to show that F 1t,o,c;(Rui(o uo )-o)) verifies the foilowing two conditions:

1. VrE ( Ruio uo.)-o}) rr-o--C

2. 'Vr.SE c(Ru(o 1oQ-o)) rcs.

Suppose by way of contradiction that condition I does not hold. Since F to.R has

minimal RS we know that 'VrER, rrrZ, thereby [(o uo )-olrxu;<, which is a contradic-

tion. therefore condition 1 holds. Condition 2 follows from the definition of cr.

Therefore all the supported wffs in the knowledge base resulting from the application of- the

rules of inference of the SWM system have minimal RS.

Lemma 1: Given n supported wffs F1 I t 1 ,o 1 r 1 ., Fn t o .r then the sets 1 ti{.

,rj ,. . .o })and R,=aji({(rl 1 ... r )Jo1 O D 0 { ar....*n>~...

io1 . 0nHl(1:5i:5n-l) are equal.

Proof: Suppose by way of contradiction that R1 ;e, This mleanis that either

3ER such that rR otht 3rER 2 such that rik V We xvill consider each of

these cases, in turn:

1. Suppose that rER and that rR *Suppose furthermore that r wkas originated from a set

s, ixe., r--s-(o U ... UO) and suppose that SEr . Letting 0=01 u. . . u0 we have that-

r-s-0. The fact that r belongs to Rmeans that V~r Eir T...)r and r er, _(3 uEr

u-Ocs-0). Since ir% R the set s was deleted either by one of the following applications

of the operation kz, kLAi r )JOV ' =R or air .. H....o 0 =R ", o r

else s was deleted by g{."o 1. 10

a. Suppose that s was deleted while creating the set R' (if' s was deleted while creating the9

set R" the reasoning would be similar) this means that r Eir r It also means that
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3rqE {r1 .  rIT such that 3 pErq :p-(ou U. UO )cs-(o U ... uO) Therefore p-(Ocs-()

which is a contradiction.0

b. Suppose that s was deleted while creating R.), i.e.. either s-(o U ... u~o or s-t0 U .

uo )ER- In either case. it means that 3r Eir rn r~ ;r and 3utr (u._-Ocs-0)

which is a contradiction.

*2. Suppose that TER, and that riER ~.Suppose furthermore that r wvas originated bv a set

SEr. L~e, r--s-0. Since rE R this means that 3rkElr ... r n r xri and3 rk

*(u-Ocs-O). Since r'S k, it means that s was not deleted wvhile creatinic thle sets R' and 0

Rnor was it deleted while creating R'&). We wvill examine thle COnseqUencLes C', ecj~h of

these two case,;:

a. Suppose that both and belong: to one of Ikr 11 j or Ir . r n Lsay that theY

both belong to r~ Then, since s was not deleted wvhile creating R' it means that

[u-(o U . .. uO )] U-o .... uO ] Now,. if u is not deleted by% the application of u

which creates R'. then both u-(-) and s-0 will be considered wvhile creating R, and s-()

will be deleted by the application of A4 which is a contradiction, if u is deletedi while

creating R' then 3r q Eir IT.r1  such that pE r q : p-(o 1 U ... UO Icu-WoI u. . . U)

meaning that both p-(o u .. uc) and s-(o u . uo) belong to R' and therefore s II

be deleted by the application of 4 which creates R 'which is a contradiction.

b. Suppose that r~ and r k do not both belonp to one of (r 1 . IT1 and (r,_ jr n h hen s6

would be deleted by the application of u which creates R2 which is a contradiction.

Therefore R =R2 .* E

-Lemma 2: Given two supported wkffs wvith the same OS, it their RS wkas obtained exclusively

by successive applications of the p operation then the supported %vffs ha\ C the same RS as 0

well.

P6
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Proof: It follows directly from Lemma I. _

Theorem 6: In the knowledge base resulting from the application of the rules of inlerence of

the SWNI system, if two supported wffs have the same OS then thev have the same RS as 0

well.

Proof: The proof will be done by complete induction on the numb, of applications.

of rules of inference. 0

The only supported \Yns which cain be obtained by applving o-e ruet o: mlierene e

only are hvpotheses and s:nce the rule of hv guarantees that their ( ) i unicue

the the, ren -  
S ver:-ec. t

Suppose, by inductmjn hlt>) hesis, that all the supported wffs obtained by the app,:-

cation of less than n rules of inference verify the conditions of the theorem. We

'.,iim nave to shw that the supported wff c,!:*.ed by the application of the r-th

rule of inference also satisfies the statement of the tlhaorem. We will group the

rules of inference of S\V. according to the type of OS and RS they proxuce and

will discuss the O and RS of the supported wff prodaced by the _,r ':zaion of

such type of rule.

Creation of new OSs (hyp). The rule of hyp creates a supported wff with a new OS. The

assumption behind the application of this rle is that there is no supported wff in the

knowledge base with such OS and therefore this supported wff satisfies the conditions of

the theorem.

2. Change in RS only (UPS). Upon detection of an inconsistent set. A. this rule changes the

RS of every supForted wIT whose OS is not disK)int from k. Every supported wff F I

to,R such that XrOu is replaced by F I t,o,ckRu{jx-o}). If prior to the application of this I S

rule all the supported wffs with the same OS had the same RS the same condition will

* 0
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be verified after the application of the rule since the RS's of supported wffs with the

same OS are affected in the same way. An important point to note is that o-(Ru{x-o}) = 0

,ARu{x-o).o) and thus the RS of the resulting supported wffs are the same as if the , -

operation had been applied. %

3. No change in OS nor RS (-E, AI(part 1), AE, VI, vi, 31, 3E). The application of one of

these rules creates a new supported wff whose OS and RS are the same as the OS and RS

of a previous supported wff, therefore, b the induction hypotheses the statement of the

theorem is verified.

4 The OS is the union of the OSs of the parent wffs (MP, %IT, AI(part 2), yE, VE). Usinc

one of these rules, if we combine l t .0 .r1 and F2  t2 ,o2 r2  we obtain F,

t3.o1 uo2 ,4{rlr2 },{o1 ,o2 }). Lemma 2 guarantees that, if only p operations had been

applied to form the RSs of the supported wffs in the knowledge base, the RS o" F3 is the

same as the RS of any wff whose OS is o uo."

. The resulting OS is one (or several) hypothesis short (-1, -1, VI). Using one o: the,,

rules, we take one supported wff F1 t ,o,r and create a new supported wff iF, -. O-',

. .Hn},(o-tt .... Hn1}), recall that (O)}(ir:3hEO:r=rs(h)},{c3hEo:o=os h .- -

therefore Lemma 2 guarantees that, if only p operations had been applie t.

RSs of the supported wffs in the knowledge base, the statement c.

verified.

As a final remark it should be noticed that since the appli-a:i , .

an application of /, the RS of every supported ,wf', in the k- ',

sive applications of the p operation and there.. . ..

have the same OS they also have tht 'sim. k',

Corollary 6.1 1 ....
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Theorem 7: Suppose that C-4H I,. H1- n is a context which is not known to be inconsistent.

Then, for any two wffs, sav A and B, in the BS defined by the context C, we have e

Combine(AB>.=true. .

% %

Proof: Suppose by way of contradiction that the wffs A I ta .a ra and B t tobrb'.

belong to the BS defined by the context C and that Combine(AB)=-false. Since A

and B belong to the BS defined by C we have o acC and o bcC. Since

Combine(A,B)=false, one of the following conditions holds:

1 3 rErs(A) : rcos(B since os(B)c{HI H nI we have that rc{H .. H n. By

definition of restriction set we know that (o. ur)-..-. Since o. cil 1 . Hn) and rciHI

.H ) we have that (o ur)c(H.Hn ). Therefore. there exists a set Scil11 . H
n a ln n

such that S-..-. By Theorem 4 (H1 .  Hn~~ which contradicts the assumption that
11 n

...0
- C is not known to be inconsistent.

2. 3 rErs(B) :rcos(AY the same line of reasoning used in I will derive a contradiction.

Theref ore Combine(A.B>=true. 0

Corollary 7.1: If one uses a context which is not known to be inconsistent then the system

using SWM does not need to check for combinability between the wffs before the application

of rules of inference. -

I
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Abstract S

tis generally recognized thtte posiiiy odeing contraictions adidentifying thir

sources is an important feature of an inteUigent system. Systems that are able to detect con-

tradictions and/or identify their causes, called Belief Revision Systems, Truth Maintenance

Systems, or Reason Maintenance Systems, have been implemented by several researchers in

Artificial Intelligence (AI).
, ... t%..5

In this paper, we present a logic suitable to support belief revision systems, discuss the proper- f..

ties that a belief revision system based on this logic will exhibit, and present a particular

implementation of our model of a belief revision system. The system we present, SNeBR,
," ." " " o

differs from most of the systems developed so far in two respects: First, it is based on a logic '. "

* which was developed to support belief revision systems. Second. its implementation relies on .. .

the manipulation of sets of assumptions, not justifications. The first feature allows the study 0

* of the formal properties of the system independently of its implementation, and the second one

enables the system to work effectively and efficiently with inconsistent information, to switch

reasoning contexts without processing overhead, and to avoid most backtracking.
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1. Introduction

4.°-'-

Belief revision systems [Doyle and London 80; Martins forthcoming] are Al programs

that deal with contradictions. They work with a knowledge base, performing reasoning from%

..- .%.o-

. e

the propositions in the knowledge base and "filtering" the propositions in the knowledge base

so that only part of the knowledge base is perceived - the set of propositions that are under

consideration. This set of propositions is usually called the set of believed propositions. When

the belief revision system considers another of these sets, it is usual to say that it changes its

beliefs. Typically, the belief revision system explores alternatives, makes choices, explores the

*. consequences of its choices, and compares results obtained when using different choices. If dur-

,. ing this process a contradiction is detected, then the belief revision system will revise the

knowledge base, "erasing" some propositions so that it gets rid of the contradiction. .-. ,

* In order to illustrate some of the issues in belief revision, we will consider the following

puzzle from [Summers 721 .

Freeman knows five women: Ada, Bea, Cyd, Deb and Eve. The women are in two age brackets:
three women are under 30 and two women are over 30. Two women are teachers and the oth-
er three women are secretaries. Ada and Cyd are in the same age bracket. Deb and Eve are in
different age brackets. Bea and Eve have the same occupation. Cyd and Deb have different oc-
cupations. Of the five women, Freeman will marry the teacher over 30. Who will Freeman
marry?

Suppose that we wanted to solve this puzzle. One way of doing this is to raise some

hypotheses concerning the women's ages and professions and reason from the hypotheses raised. V e.

If we obtain a contradiction then we change some of these hypotheses and proceed.

Let us assume that Ada and Cyd are over 30, and that Ada and Deb are teachers.

Clearly, in this case, Freeman will marry Ada. It remains to verify whether the hypotheses

raised are consistent with the puzzle's statement: Since there are only two women over 30, it

follows that Bea, Deb, and Eve are under 30, which is a contradiction since Deb and Eve are in

the same age bracket. Thus, we conclude that the hypotheses raised about the woman's ages

are not consistent with the puzzle's statement and have to be changed. . -,

93 > .*.-,-. E
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Let us now assume that Bea and Deb are the women over 30, meaning that Freeman

marries Deb (remember that we did not change the hypotheses concerning the women's profes- -

sions). In this case Ada, Cvd and Eve are under 30, Ada and Cyd are in the same age bracket,

and Deb and Eve are in different age brackets, and thus the ages hypothesized are consistent -e e

with the puzzle's statement. Now, in respect to the professions of the women, Bea, Cyd and %

Eve are secretaries, Bea and Eve having the same occupation, and Cyd and Deb having different

occupations which is also consistent with the statement of the puz2le. Thus Freeman will

marry Deb.

This example shows the type of reasoning one wants to perform with a belief revision

system: raise hypothesis, reason from them. and if a contradiction is detected identify which

hypotheses may have contributed to the contradiction, change some of them and resume the

reasoning. In this paper we present a belief revision system that is able to do this, and furth-

ermore allows sentences like "two woman are teachers", "three women are secretaries" to be

Iexpressed in a very simple way. In Section 8 we present a run in which our system solves

this puzzle.
". "* .-.

In this paper, we present a logic suitable to support belief revision systems, discuss the

properties that a belief revision system based on this logic will exhibit, and present a particu-

lar implementation of our model of a belief revision system. The system we present, SNeBR,

differs from most of the systems developed so far in two respects: First, it is based on a logic

which was developed to support belief revision systems. Second, its implementation relies on c..'V _-

the manipulation of sets of assumptions, not justifications. The first feature allows the study

of the formal properties of the system independently of its implementation, and the second one , -,

enables the system to work effectively and efficiently with inconsistent information, to switch
.. .. * S-.

reasoning contexts without processing overhead, and to avoid most backtracking.

In this paper, we address the following issues: What are the alternative methods of . -

recording dependencies of propositions in belief revision systems' What are the advantages

a-4
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and disadvantages of each of these? What kind of logic should underlie a computer program

P. ,used for applications in belief revision? What techniques should be supplied by the logic for ,

coping with the possible occurrence of contradictions? How should a computer program based

on that logic interpret the techniques in order to recover from contradictions and to avoid rea-

soning from contradictory hypotheses? [,

The paper is organized into several sections: Section 2 discuss the general background of

work in Al related to belief revision. Section 3 presents a discussion about two alternatives to - .

represent dependencies of propositions. Section 4 presents a logic, the SWM system, that relies -

on the notion of dependency and provides for dealing with contradictions. S\VM is loosely..

based on relevance logic it associates each proposition with the set of hypothesis that were ...

really used in its derivation and with all the sets of hypothesis with which it is incompatible. ' '>"'

Section 5 SWM bv the introduction of non-standard connectives. Section 6 discusses the-

features that a computer system based on SWM will exhibit. In this section, an abstract model

of a belief revision system (i.e., not tied to any particular implementation) is defined. In this "

system, MBR, the notions of context and belief space are defined. A context is any set of

hypotheses. A context determines a belef space, which is the set of all propositions depending

exclusiveiy on the hypotheses defining the context. The only propositions retrievable from the

knowledge base at any moment are the propositions that belong to the belief space being con-

sidered. Section 7 presents a particular implementation of our abstract model using the SNePS

semantic network processing system. The resulting system, SNeBR, is written in Franz Lisp

and runs on VAX-1I systems. Section 8 shows an example using SNeBR.

2. Background

The ability to reason about and adapt to a changing environment is an important aspect

of intelligent behavior. Most computer programs constructed by researchers in Al maintain a

model of their environment (external and or internal), which is updated to reflect the per-

ceived changes in the environment. The model of the environment is typically" stored in a '  .  ,,,

95
9 5 ;...

% %S

- • -- . -- ..



knowledge-base (containing propositions about the state of the environment) and the program

manipulates the information in this knowledge base. Most of the manipulation consists of %

drawing inferences from information in the knowledge base. All the inferences drawn are

added to the knowledge base. One reason for model updating (and thus knowledge base updat-

ing) is the detection of contradictory information about the environment. In this case the

updating should be preceded by the decision of what proposition in the knowledge base is the

culprit for the contradiction, its removal from the knowledge base', and the subsequent remo-

val from the knowledge base of every proposition that depends on the selected culprit.

The conventional approach to handling contradictions consists of changing the most -

recent decision made, i.e., the contradiction is blamed on the most recent decision made (chrono- . .. '-

logical backtracking). An alternative solution (dependency-directed backtracking) consists of

changing, not the last choice made, but the choice that most likely caused the unexpected condi-

tion to occur. This second approach, proposed in the late 70's by Stallman and Sussman [Stall-

man and Sussman 77], originated a great deal of research in on- area of Al which became

loosely called Belief Revision.

Belief revision systems [Doyle and London 80; Martins forthcoming] are A] programs

that deal with contradictions. Th,y work with a knowledge base, performing reasoning from •

the propositions in the knowledge base and "filtering" the propositions in the knowledge base

so that only part of the knowledge base is perceived - the set of propositions that are under

consideration. This set of propositions is usually called the set of believed propositions. When 0

the belief revision system decides to consider another of these sets, it is usual to say that it

changes its beliefs. Typically, belief revision systems explore alternatives, make choices,

.' explore the consequences of its choices, and compare results obtained when using different

choices. If during this process a contradiction is detected (i.e., both a proposition and its nega-

'Or making it inauessibie to the program.

060'.- -.
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tion belong to the set of believed propositions), then the belief revision system will revise the , -

knowledge base, "erasing" some propositions so that it gets rid of the contradiction." z"

Belief revision systems in Al have their roots in the frame problem [Haves 73, McCarthy

and Haves 69, Raphael 71], the problem of deciding which conditions change and which condi- , '

tions do not change in a system when it undergoes some modification. The basis of the prob-

lem is that although it is possible to specify the ways in which a system's environment might

change in terms of effects of actions, it still remains to specify some way of deciding what

stays unchanged in face of the actions.

An important advance was made by Stallman and Sussman, who designed a system,

called EL, in which dependencies of propositions are permanently recorded [Stallman and Suss-

man 771 EL maintains a complete record (trace) of its reasoning, using it both to decide which .

alternative choices to make when something goes wrong and to explain its line of reasoning.

Along with each derived proposition. EL stores the set of all propositions directly used in its

derivation and the rule of inference used to derive it; this is the dependency record of the pro- 0

position. EL solves electric circuit problems. While searching for the values of the circuit %

parameters, EL may have to "guess" the operating range of some devices. Later on, if an incon-

sistencv is found, EL knows that somewhere along its way it guessed a wrong state for some

device. The novelty of EL's approach to backtracking is that the assumption that is changed

during backtracking does not necessarily correspond to the last choice made but rather to the

assumption that most likely caused the contradiction to occur (dependency-directed backtrack-

ing). When an inconsistency is detected, EL searches through the chain of dependency records

of the inconsistent propositions until it finds all the assumptions (guesses made) upon which

the inconsistent propositions depend. Then heuristics are used to rule out one of them. This .

set of assumptions is recorded as leading to a contradiction and is never tried again. Stallman
lip .

"There are some cases in %hich it is desirable to continue reasoning within a knowiedge base in wficb a contrad
iction exists: for a descripi.i:, J.f tnis t% pe of reascning, refer to [Martins 83. .
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and Sussman's work had two major influences in AI: (1) it opened a new perspective to the

handling of alternatives (dependency-directed backtracking). and (2) it influenced the creation

of systems that concentrate on how to handle contradictions (belief revision systems). % -NY!

Building upon Stallman and Sussman's work, Doyle designed the Truzh-Maintenance

System (TMS) [Doyle 78, 79, 801 the first domain-independent belief revision system3 . TMS p

maintains a knowledce base in which propositions are explicitly marked as believed or disbe-

lieved. When a contradiction is found, TMS revises its beliefs so that no inconsistent proposi- . -.

tions are believed. 0

T\IS is based on the definition of two kinds of objects: propositions and justifications.

Justifications represent the reasons why TMS believes or disbelieves a certain proposition. " '

Attached to each proposition in the knowledge base, there are one or more justifications that .

support TMS's belief or disbelief in that proposition. Although Doyle points out the usefulness

of four kinds of justifications [Doyle 79, pp.239-2441, he mainly implemented one of them, the

0
SL-justifications. This type of justification contains two lists of propositions, the inlist and

the outlist. The proposition supported by an SL-justification is believed if and only if every

proposition specified in the inlist is believed and every proposition specified in the outlist is ,

disbelieved. Whenever a proposition is derived, it is justified by an SL-justification containing

all the propositions directly used in its derivation and the rule of inference used to derive it.

In TMS, there are two distinguished types of propositions: (1) Premises are propositions

whose SL-justification has empty nlist and empty outlist. A premise is always believed, (2)

Assumptions are propositions whose SL-justification has empty inlist and non-empty outlist.

Assumptions are propositions whose belief depends on the system's disbelief in other proposi-

tions (the propositions in its outlist).

- The fejd4 eihef revismr in Al is usual) recognized to have been initiated b,. the work of LX\ I. although a

systern that performs heiief revision (in robot planning Iw as developed simultzneousl\ t,\ Philip London 1London 781.
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TMS may be asked to add a new proposition to the knowledge base or to add or retract a *-,., .
* \.. , J.

justification for a proposition. In either case, TMS tries to find disbelieved propositions which %

0
will become believed by such addition or retraction and tries to find believed propositions that "-' .- ,

will become disbelieved by such addition or retraction. .*, ,,

In addition, TMS may be told that a proposition and its negation are both believed. In "

this case, the dependency-directed backtracking mechanism of Stallman and Sussman is

invoked, which will search through the knowledge base, starting with the SL-justifications of

the contradictory propositions, until it finds all the assumptions that are considered by the con-

tradictory propositions. One of those assumptions is selected as the culprit for the contradic-

tion and is disbelieved. To disbelieve this assumption, TMS believes in one of the propositions

referenced in the outlist of the assumption and justifies this proposition with an SL-

justification whose inlist contains the proposition representing the contradiction. After select-

ing the culprit for the contradiction, it is necessary to disbelieve all the propositions depending

upon it. In TMS, this is done by following the chain of dependency records and disbelieving

each proposition that has no SL-justification other than the one that includes the selected .

culprit in its inlist.

Do. 1e's research tripgered the development of several belief revision systems [Goodwin

82. 84: McAllester 78, 80: Mcliermott 82, 83: Shrobe 79; Thompson 791. These systems share

two characteristics: (1) they are mainly concerned with implementation issues, paying no spe-

cial attention to the logic underlying the system; (2) each proposition is justified with the pro-

positions that directly originated it. The first aspect does not allow the formal study of the

properties of the systems independently of their implementations: in those systems, it is very

difficult to define and study the properties of the underlying logic except by repeatedly run- -, .. -,

ning the program'. The second aspect gives rise to systems that can only deal with one

'Although there are techniques to prcve pro rties atx%! programs. and thus one may be temped to use therm to ,,,...
prose properties atxlu: these prjrarns. withour :.i' stat mern t l tihe urnderi.n tl ogi one ooes not ha t cler ioe., ,

,%nat properties t,- proe.
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situation at a tine, are not able to perform inferences in a state where a contradiction was .

derived, and present a large computing overhead when swraitching between situations and in

computing the culprit for a contradiction. A detailed description of these problems ill be 82..,

given in the next section. Shpr 831 an ("-"
" pk. ', - -. -

As a reaction against the two problems mentioned, the early 80's saw the development of ,",A--'.."-

new research directions in belief revision systems, characterized by: (1) an explicit concern.-,...

about the foundations of the systems, independently of their implementations [Doyle 82. 83; .-. -'

.Martins 83; .Martins and Shapiro 83] and (2) the use of a new type of iustification (Martins 83: '-",",

Martins and Shapiro 83: deKleer 84].

In this paper, we present a belief revision system based on a logic specifically conceived

to support belief revision systems, discuss the properties of the system independently of its

implementation Lne abstract system), and present a particular implementation of the abstract

model (SNeBR) using the SNePS Semantic Network Processing System [Shapiro 79a]. SNeBR is

written in Franz Lisp and runs on VAX-I I systems at the Department of Computer Science,

," State University of New York at Buffalo and at the Instituto Superior Tecnico (School of

*', Engineering of the Technical Univ'ersitv of Lisbon, Portugal). i
3. Assumption-Based vs Justification-Based Systems

A fundamental issue in belief revision systems is to be able to identify every proposition

that may have contributed to a contradiction. This is important since, on the one hand, we

don't want to blame some assumption irrelevant to the contradiction as the culprit, and, on the

other hand, w%-hen looking for which assumption may be responsible for the contradiction we

don't want to leave out any assumption possibly responsible for the contradiction. In order to

do this, belief revision systems have to to keep a record of where each proposition in the

knowledge base came from. These records are inspected while searching for the culprit of a ',-

contradiction. Thus, associated with every proposition in the knowledge base, there will be a

set, called the support of the proposition, that tells where that proposition came from.

. . . . . . . . . . . . . . . . . . .. . . . . . .
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After selecting the culprit for a contradiction, the belief revision system typically wants

to "change its beliefs", ie, consider another set of the propositions in the knowledge base that A_ _
%-%

does not contain the culprit for the contradiction nor any proposition derived from it. Furth- --.

ermore, when considering a given set of propositions (beliefs), the belief revision system wants-. ,

to ignore all the other propositions that may exist in the knowledge base. N-V2

In this section, we will discuss the alternative methods for recording the support of a -

proposition and evaluate e.ch of them from the point of view of the actions that a belief revi-

sion system has to perform. •

There are two different ways of recording the origin of propositions: corresponding to

* justification-based and assumption-based systems [deKleer 841. In justification-based systems.

the support of each proposition contains the propositions that directly originated it. This 0

approach was taken by [Doyle 79: Goodwin 82. 84: McAllester 80: McDermot- 82: Shrobe 79:

,o Thompson 79]. In assumption-based systems, the support of each propos ion contains the

hypotheses (non-derived propositions) that originated it. This approach was taken by [Martins

83; deKleer 64].

In order to compare justification-based and assumption-based systems, let us consider the .

following example from [Charniak, Riesbeck and McDermott 80, p.197]: Suppose that the

knowledge base contains the propositions: (VxXMan(x)-.Person(x)], (Vx)Person(x)-Humanx).-

and (VxXHuman(x)-.Pers.,n(x). Adding Man(Fred) to the knowledge base will cause the

derivation of Person(Fred) which, in turn, will cause the derivation of Human(Fred). Further-

more, the addition of Human(Fred) to the knowledge base causes Person(Fred) to be re-derived.

In a justification-based system, the support of each proposition contains the propositions

that directly originated it. Under this approach, when Person(Fred) is derived from

WV.C )[Man(x)-.Person(x)) and Man(Fred), its support will be {Man(Fred),

V(xAan(x)-Pe,-son(x]K. Likewise, the support of Human(Fred) is WPerson(Fred',
:, ~~..-',-.'.,

V(0x)Per-,on(\xJ-.uman(x]l. Finally. when Person(Fred) is re-derived. its support wi be .-

101
0.."o° ". "o



{Human(Fred), V(xXIluman(x)-Person(x)]). In Figure 1. we represent the dependencies among

the propositions in the knowledge base.

In this figure, two directed arcs (labeled pr, for premisses) pointing to a circle mean that the

two propositions at the ends of the arcs were combined by some rule of inference, to produce

the proposition that is pointed to by the arc (labeled c, for conclusion) leaving that circle. If -7

there exists a path of arcs (alternatively labeled pr and c) from the proposition A to the propo- ,.%

sition B then it means that the proposition B depends on proposition A. Notice that ..... ',

Human(Fred) depends on Person(Fred) which, in turn, depends on Human(Fred). This is called

a circular proof.

In an assumption-based system, the support of each proposition contains the hypotheses

(non-derived propositions) that originated it. Under this approach, when Person(Fred) is .-

derived from V(xXMan(x)-.Person(x)] and Man(Fred), it is supported by these hypotheses, 5 i.e.-
.4 ,+€. .,

Man(Fred) (V x) (Man(x) -> Person(x)]
4.. .- .

pr ** ~pr

"' ~ ~~~Person(Frred) ::i!!:::
Ps-"rd(V x) [Person(x) -> Human(x)]

pr r

0
pr pr.

pr.

(V X) [Human(x) -> Person(x)] Human(Fred) .

Figure I - -
Knowledge base dependencies.
(justification-based systems)
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its support is fkMan(Fred). V(xXMan(x)-Person(x)D. When Human(Fred) is derived, it is sup-

ported by V(xXPerson(x)-Human(x)) and the hypotheses underlying Person(Fred); i.e., it is sup-

ported by WMan(Fred). V(xXMan(x)-Person(x)]. V(xAPerson(x .- 4luman(x )I. Similarlv, when V-~.,

Person(Fred) is re-derived it is supported with fMan(Fred). V~(xX\1an(x)-Person(x)), ,.. -

V(xXPerson(x) -Human(x)1 V(x XH uman(i) -Person (0x)). Figure 2 shows the dependencies

among the propositions in the knowledge base.

In this figure, a circle, called a supporting node, pointed to by an arc labeled do (derivation ori-

gin) represents the support for the proposition at the end of the arc. The arcs labeled os (origin

set) leaving that circle point to the hypotheses from which the proposition was derived. Since V

* each proposition is directly connected with the hypotheses that underlie it. there are no circu-

lar proofs.

SS
os 

\ *'

(V ) Peronx)-> umn x] unn(Fred)%
1do

C V x) [ Man(x) - Person(x)] Man(red

Figure 2
Knowledge base dependencies
(assumption -based systems)

5V~e are assurnng that the propositions Man(Fred). 'VrxNMan(x)-.Perscn'x). V(xXPerson(x)-Hurnan(x). and
V~x XHuman(x)-Person(x)J are h%1potheses. ie. the% were enterec into the krt '.%Iednt bas, rather than being denvtd.
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Let us now evaluate both approaches with respect to the operations that are performed "

a belief revision system. The first aspect that we will consider consists in identifying the pos-

sible culprits for a contradiction. We will assume that a contradiction is detected within the

set of believed propositions in the knowledge base, say that both A and -'A both belong to this "--

set. To identify the possible culprits for the contradiction in justification-based systems, we 0

will have to follow an arbitrarily long chain of arcs alternately labeled' cc and prc until all

- the hypotheses (propositions with no incoming c arcs) underlying the contradictory proposi-

. -tions are identified. Furthermore, this arc-following procedure should be done with some care, e
due to the possible existence of circular proofs, or the program may be caught in an infinite

loop. In assumption-based systems, the identification of the set of hypotheses underlyinp a con-

tradiction is done in exactly two steps: traversal of the doc leaving from each of the contradic- .

tory propositions and leading to the supporting nodes of the contradiction, and then the traver-

sal of the os' arc connecting the supporting node with the hypotheses underlying it. In other .- '-" .-..

words, in assumption-based systems it is easier to identify the possible culprits for a contrad- - ...

iction than in justification-based systems.

The second aspect under which we will evaluate both approaches concerns the computa- A "'"
40

tion of the support of each proposition in the knowledge base. In justification-based systems, ' "

hypotheses have no support,- and thus when a new hypothesis is entered in the knowledge "

base all that has to be done is to add that hypothesis to the knowledge base. When a new pro- "

position is derived, it is associated with the propositions that immediately originated it, and

these propositions are known with no extra computation because they have lust been used to

derive the new proposition. Therefore, in justification-based systems, the creation of the sup-

port of a proposition is trivial. In assumption-based systems, hypotheses are associated with a
support that points to the hypotheses themselves: When a proposition is derived, the belef

'If V stands for the label of a dire.ted arc. %%e \xii repreent b s r" the converrs ,f 4ra

At least in the wa'- we defined them. 1his m, not be exact;% true for existing svstems Ace for exampe )O le- ,
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revision system has to compute the support of the parent propositions, which, as we saw, is

done by (1) following the doc and oscarcs, (2) from this set computing the support of the S
newly derived proposition, and (3) associating the computed support with the newly derived

proposition. In conclusion, in assumption-based systems, it is harder to compute supports than

in justification-based systems.

Let us now evaluate each of these approaches from the standpoint of the computation of

the set of believed propositions and deciding which propositions should be considered for

inference. We said that one of the roles of a belef revision system consists of hiding from the 0

inference system some of the propositions in the knowledge base. namely all those propositions

that one does not want to consider any longer. Let us assume for the sake of argument that

we decided that the proposition V(xXPerson(x)-.Human(x)] be removed from the knowledge

base. Clearly this entails that Human(Fred), which was derived from it, should be removed

from the knowledge base as well. This removal originates a new knowledge base in which

only the propositions Man(Fred), V(xXMan(x)-Person(x)], V(x)Human(x)-Person(x)) and 0

Person(Fred) should be considered.

There are two ways to obtain this new knowledge base in a justification-based system;

(1) We may physically erase from the knowledge base all the propositions no longer wanted. :-.

This approach is not the most appropriate, since if later on we re-consider an erased proposition

we also want to add to the knowledge base all the propositions that were derived from it, and

the only way of doing this is by actually re-deriving them. (2) The other alternative is to tell 0

the knowledge-base retrieval function which propositions should and should not be considered --

at any moment. This permits some savings when a proposition once believed but later disbe- "

lieved is believed once more. In justification-based systems, this second approach can be

obtained by actually marking the propositions that should not be considered by the
.- * . -. :

knowledge-base retrieval function. In Figure 3, we show the knowledge base, marking with a

"' every proposition that should not be considered by the knowledge-base retrieval function.
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A %J
%

%

Man(Fred) (V x) [Man(x) -> Person(x)]

pr --'1.6. --

Ci_ 
%

Person(Fred) (V x) [Person(x) -> Human(x)] *

C~/P
pr pr ," d" -$

I/ -. %x"r

(V X) [Human(x) -> Person(x)] Human(Fred) *

Figure 3

Knowledge base after removal of V(xXPerson(x)-.Human(x)]
(justification-based systems)

When the retrieval function considers the propositions in the knowledge base, it should check

*. whether or not there is a * attached to propositions before retrieving them. Under this

, approach, when a proposition is removed from the knowledge base, the belief revision system

*. has to go through the knowledge base8 deciding what the consequences of the removal are and
- -"S, .

"marking" propositions (attaching a s to them). A similar procedure has to take place if we

decide to re-consider some proposition that is marked with a *: the knowledge base has to be

searched to decide which *-ed propositions should be "unmarked". This is the approach taken .

in the existing justification-based systems, in which changing beliefs is difficull.9

Let us consider how this can be done in an assumption-based system. In these systems,

every proposition is supported by hypotheses. Assuming that the knowledge base retrieval

function knows which hypotheses are under consideration. whenever it "looks" into the

knowledge base it can find out whether or not some proposition should be considered just by

looking at the hypotheses in its support. Notice that these hypotheses are directly linked to the
.

'Folowtng tbe c e/pr n path.

'In tbe exising imaplernentaons of justificarion-based svsten's. for example TMS, the only wav to switch
between conterts is by the introduction of a contradictuor. Tntis problem, however, Ls not inberent to justiflc.ation -ased.1 .s t St e in..

%=%
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proposition. and so this operation is not very difficult or expensive to perform. In other words,

in assumption-based systems there is no marking of the propositions in the knowledge base; it

0S
is the knowledge-base retrieval function that decides dvnarmicaUv' 0 which propositions should

be considered. Thus, in assumption-based systems, changing beliefs is easy - it corresponds to ¢' "

giving a different argument to the knowledge-base retrieval function.

Thus, in justification-based systems there exists one global set of beliefs at any moment

(the set of beliefs is characterized by containing every proposition in the knowledge base that

does not have a *. Changing sets of beliefs entails an inspection of the entire knowledge base.

In assumption-based systems, there is no global set of beliefs. The number of sets of beliefs in ..-.

the knowledtie base is the power set of the hypotheses in the knowledge base. and the proosi- .

tions to be considered at any given moment are dynamically selected by the knowledge-base ""' v

retrieval function..

In justification-based systems, there is another problem that arises during the process of

changing sets of beliefs, which is related to the existence of circular proofs. Suppose that,

given the knowledge base represented in Figure 1, we decide that Man(Fred) and all the propo-

sitions depending upon it should be removed from the knowledge base. The dependency arc

leaving Man(Fred) leads to Person(Fred). However. Person(Fred) has another support, and one

is faced with the problem of whether or not to remove Person(Fred) from the kn,'w ledge bast.

since although one of its supports is no longer valid, Person(Fred) may still be in the -.-

knowledge base due to the other support. This problem forces the designers of justification-

based systems to decide whether or not circular proofs should be recorded in the knowledge

base. If they are, the process of changing beliefs may become very complex, possibly requiring V. i

several passes through the knowledge base until all circularities are resolved; if they are not

recorded, then whenever some proposition is about to be removed from the knowledge base. the

eevtreit perform,; a knox ledge bd~e ctrr i
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belief revision system should check whether or not there is an alternative derivation for that e 0%

proposition by actually trying to derive it again in the current knowledge base. A discussion

of the possible solutions to these problems can be found in [Doyle 79] and [Charniak, Riesbeck •

* and McDermott 801 This problem does not arise in assumption-based systems, in which circu-

lar proofs do not exist. -

Another important issue in belief revision systems concerns how to compare results

obtained from different sets of beliefs, i.e., how to compare different alternatives. In

justification-based systems, this represents a difficult problem due to their notion of a single set -, ..

of beliefs: at any given moment there is a set of propositions that is being considered, and if

one wants to consider a different set of propositions, then the knowledge base has to be

changed through the marking,'unmarking process. In assumption-based systems, as we saw.

there are multiple sets of beliefs simultaneously represented, and thus it is easy to compare

results obtained in different sets of beliefs.

In conclusion, assumptions-based systems present several advantages over justification-

based systems, with respect to: (1) Identifying the possible culprits for a contradiction, (2)

changing sets of beliefs, and (3) comparing sets of beliefs. The main advantage that

justification-based systems present "-ver assumption-based ones concerns the explanation of their

reasoning. In fact, since these systems maintain a record of the history of the derivation of '

each proposition in the knowledge base they can explain how a given proposition was

obtained. DeKleer [deKleer 84] proposes a system which records both assumptions and

justifications.

However, there is a hidden assumption behind our discussion, which is that we are able

to compute exactly which hypotheses underlie a given proposition, nor more nor less. The 5

obvious solution of unioning the hypotheses underlying each of the parent propositions to com- .

108-.. .1 O 8 , ...-
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pute the hypotheses underlying a derived proposition won't do." In some cases, we have to

perform a set difference rather than a 1no:2 in some other cases, we may even forbid the

combination of two propositions if that combination can lead us to trouble.'" Another issue

that remains unexplored is how to "remember" the contradictions that were derived and thus '

11 -A-

avoid getting into the same contradiction twice.

In the next section we present a lOgiL. the SWM system, that addresses these tw,.o prob-

lems. Each proposition in SWk'M is associated with a set (the origin set) that contains those, .

and only those. hypotheses used in its derivation. Each proposition in SWMA is also associated

* with a set (the restriction set) containing the sets of hypotheses which are incompatible (pro-

duce inconsistencies) with the proposition's origin set. The SWNI system defines how these set-

are formed and propagate through the application of the rules of inference. Bassed on S\VNI. .

we define an abstract model for an assumption -based belief revision system and describe~ a rJ-

ticuL,: implementation of this abstract model. 'N

4. Theoretical Foundations - The SWN1 System

In this section we introduce a logic, the S%\VM' 4 system, that was developed tc support

belief revision systems. When discussing a logic, there are two aspects to consider. it~s synt;.i

and its semantics.

The syntax of a logic includes a set of formation rules and a set ot rules of inference. ...

The set of formation rules determines which formulas are legal in the logic. These formulas

"'This is Lmplic~tlv dane in some justiftc.ation -based sYstems, eCC. with the SL .7ustificrations of TNIS ik i
"iAssume tbat B Ls a hypothesis and that A has support {B)-a. It should be clear that the proposition B-A

should be derivable; furthermore. B-A should not depend on B. As we will see in the next sm'tir)n. its stpplrt Asil! be
a. -*

* 'Suppose that A has support a and that B has support f The question. that is raived is what shou id the suptv-)rT
of AAB be' ar> In this case, from AAB Ate ctrtaini. Ca-1 get Cltne7 A or B. wncwe supfklrt then wciJ b 2 _ . X;*f-N
will contain hypotheses not used in the derivation of the wif. The right decision is no, to al-low the dleriation. o! A AB
if A and B have different supports. A complete discussion on this issue car, be found in [Martins and Snapirci forthccirn :.. %
ingl.

"4 After Shapiro. Wand and Mar-tins. The SV%I s~stem is a succes,.ro- f the svstern of [Shapir.' and \\ an, 7e,' S
which was mo-dified to. cpe with cwntradi_,:.in.
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are called well-formed formulas, wifs for short. We will assume standard formation rules for

wffs with -, V, A. -, as connectives and V. 3 as quantifiers. See, for example, [Lemmon 78, %

pp.44 and 1041. The set of rules of inference (the deductive system) specifies which conclu-
" -"N -%

sions may be inferred from which premises. Given an argument (P.c).' 5 we say that c is dedu-

cible from P, written P - , if there is a sequence of rules of inference which when applied to

P produces c.

The semanuics of a logic concerns the study of the conditions under which sentences are

true or false. The semantics are completely determined by the specification of two things, the 0

interpretations of the language (every possible assignment of a particular oblect to each partic-

ular member of the language) and the truth conditions for it (what it means for a given sen-

tence to have a given truth value in a given interpretation). We say that the argument (Pc) is 0

valid if there is .o interpretation in which each sentence in P is true and in ,%hiah c is false.

If (P,c) is valid. we write P r c.

0
There is nothing about validity in the deductive system, and there is nothing about dedu-

cibility in the semantics. Although syntax and semantics are separate parts of a logical svs-

tern, and thus deducibility and validit, are intensionallv distinct, they must fit together prop-

erlv in order for the system to nake any sense. A logic is said to be sound if and only if

every argument deducible in its deductive system is valid according to its semantics. A lop, is

said to be complete if and only if every argument valid according to its semantics is deducible

in its deductive system. Given a "reasonable" semantics, a logic can be unsound due to

wrong" rules of inference; and a logic can be incomplete due to the lack of necessary rules of

inference or due to rules of inference that are too constraining. The SWM system is an incom- .,- -

plete logic, since several arguments valid according to its semantics are not deducible in its

deduction system. This fact should not be regarded as a drawback of the logiiC but rather as a

A pre-..ri cICsi,-n argu n i, an ordere- pair (Pc I in -'hich .i a ; , : p :ri.s. - preuris~
* .2fl.Jn,' 15i a single r~~in afe n.!
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*feature that makes it attractive for its intended applications.

The first step towards formally analyzing arguments consists of providing precise mean-

ing for everydlay terms like "and". "or", "if", "if ... then...", "every", "some". etc. In the process of

translating an informal argument into a formal one, some of the features of the informal

argument are lost. As Haack says:

*Some :nformal argunien-s are in-uitzvelN judge d to be valid, others inval~c.. One then con-
structs a formal languace in which the relevant structural features of those arcurnents c;an be

*schematically represented, and axio-ns'rules which allow the intuitively approved. and disal-
low the intuitivelv, disapproved arguments... However, if formal logic fa.,thfullv followed
informal arguments :n all the:r complex,.t% and vagueness there wxould be little po:nt :n for-

* ~malisatnon . .. but consderations of simplc::v, prec~sion and rigour may be expect.ec to. lead t
* discrepancies between informal arguments and ,he:r formal re 'resen~attons ... One should
*recoznise. then, that a failure on the part of a formal systemn to represent all the knobs and
* bumns of the informal argumrents i, svs:enia:ses ,s not necessar~l% obiecionable. On the other

hand, one must be wvarv of- assumn:no 'hat all adlustnen~s are acceptable: one needs to ask
wnether the gamns :n simplicit-y and gen eralitv compensate for *he discrepancy. [Haack 76,
pp.32-34]'

* The important point is to keep in the model those features that are of interest to the

modeler. Therefore. when assigning meaning to the logical terms. one should bear in mind

which features of the informal arguments one wants to preserve in their formal counterparts.

* In our case, our main goal is to keep a record of propositional dependencies, and our approach

adopts the meaning oi the logical connectives used in classical logic and builds a deductive 5ss

* tem that blocks some unwanted deductions (resulting in an incomplete system). Most of' the *

* blocked deductions involve the introduction of irrelevancies.

Before presenting the SWM% system. let us informally discuss what types of information

we need in our logic."' One of the fundamental problems that any logic underlying a belief

revision system has to address is hovk to keep track of and propagate propositional dependen-

cies. This is imporu-nt. because, in the ev ent nf detection of a contradiction, one should be able :,.

-The~~~~~~~ ~ ~ ~ ~ ~ ~ ;U CM..ty.2,1 lH -'C.%t h'l e:

ir nn..h;,7 - e m - r. hetu' l~'.' i, ..i n t~e' ere:,.-e . .' -ilk e-Vhfb~'.

' :r~ Mode.:. >-.'':.:.Lst, :rie.-.
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to identify exactly which assumptions were used in the derivation of the contradictory propo-

sitions. We don't want to blame some assumption irrelevant to the occurrence of the contradic- "" "°.'. -"

tion as the culprit for the contradiction, and, when looking for the possible culprits for a con-

tradiction, we don't want to leave out any assumption possibly responsible for the contradic- '.

tion. In the field of logic, the relevance logicians' s also want to keep track of what proposi-

tions were used to derive any given proposition. Relevance logicians have developed mechan-

isms to keep track of what assumptions were used in the derivation of a given proposition and

to prevent the introduction of irrelevancies. One way of doing this (used in the FR system of

[Anderson and Belnap 75, pp.346-3481 and in the system of [Shapiro and Wand 76]) consists of

associating each wff with a set, called the origin set, which references every hypothesis used

its der-vation. The rules of inference are stated so that all the wffs derived using a particular

hypothesis will reference this hypothesis in their origin sets. Whenever a rule of inference is

applied, the origin set of the resulting wff is computed from the origin sets of the parent

wffs.Y In order to guarantee that the origin set only contains the hypotheses actually used in •

the derivation of the wff, and no more hypotheses, some of the applications of the rules of

inference allowed in classical logic are blocked. Most of this mechanism was adopted in the

S\VM system.

Besides the dependency-propagation mechanism, there is another advantage in usin'

relevance logic, to support belief revision systems. In classical logic a contradiction implies

anything; thus, in a belief revision system based on classical logic, whenever a contradiction is

derived it should be discarded immediately. In a relevance-logic-based belief revision system,

we may allow the existence of a contradiction in the knowledge base without the danger of

filling the knowledge base with unwanted deductions. In a relevance logic-based belief revision

system all a contradiction indicates is that any inference depending on e)erv hypothesis

'5 Appendix 2 presents an mtroduction to relevance of "L.

'Tre resulimp origmn set ca. either be the uni tn of the or:fg'r set' o the parenz %%'Fs or the se: a.ferente of the
oi'e. ets of the pdren: \hf!%

%
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%

underlying the contradiction is of no value. In this type of systems we can even perform rea.-

soning in a knowledge base known to be inconsistent.,

Another important issue in belief revision systems which will be reflected in our logic

consists in the recording of the conditions under which contradictions may occur. This is

important because once we discover that a given set is inconsistent,21 we may not want to con-

sider it again, and even if we do want to consider it. we want to keep in mind that we are
*%.'%, %. *

dealing with an inconsistent set. In the SW\1 system, contradictions are recorded bV associa- %

ing each wif with a set, called the restriction set. that contains information about which sets

unioned with the wff's origin set produce an inconsistent set. When new wfls are derived.

their restriction sets are computed directlv from the restriction sets of the parent wffs. and

when contradictions are detected all the wffs whose origin set references any of the contradic-

tory hypotheses has its restriction set updated in order to record the newly discovered contrad-

ictory set. Similarly to what happens with origin sets, we will make sure that restriction sets
. . .*. d o . -. '

don't have anyv more information than they should.

In addition, for the proper application of some rules of infeience, it is important to know .* "

whether a given wff was introduced as a hypothesis or was derived from other wffs. In order

to do this, we associate each wff with an identifier, called the origin tag that tells whether the - .

wff is a hypothesis, a normally derived proposition or a special proposition, that if treated req -. .* . . ""

ularly, would introduce irrelevancies into the knowledge base.22

Formally, the SWM system deals with objects called supported u,ffs. A supported wff

consists of a wff and an associated triple containing an origin tag (OT). an origin set (OS), and ,. .

a restriction set (RS). The set of all supported wffs is called the knou,tedge base. We write

2'See. for example. [Martins 83],
eA iet Ls inconnstent if a contradiction ma\ be derived from it A set ts connsterd just in case ilt is not imon , 5, ' .

sitent. We represent a contradiction by -. ,thus A is inconsistent if A -.

"For a discussion of this latter case and the reasons that lead us t, introduce this additional value fo cr:?:rt tag.

refer t.- IMartins 83; or [Martins and Shapiro fortncomit ,

-.' -..- "-/.-

113

...........-.-.. _-..%'.'.'.

%"5 '

P ' -"



, . .,!-~- ~ ' . , .

A I r,ap to denote that A is a wff with OT r, OS a, and RS p, and we define the functions

1 ot(A)=T, os(A)=a and rs(A)p.-23 The OS is a set of hypotheses. The OS of a supported wff

contains those (and only those) hypotheses that were actually used in the derivation of that 0

wff. The OTs range over the set {hyp, der, ext): hyp identifies hypotheses, der identifies nor-

mally derived wffs within SWM, and ext identifies special wffs whose OS was extended. An - %

RS is a set of sets of wffs. A wff, say A, whose RS is {R1  R ) means that the hypotheses -

in os(A) added to any of the sets R1  . R produces an inconsistent set. The RS of an

extended wff will contain every set which unioned with the wff's OS will produce a set that

is known to be inconsistent. Our rules of inference guarantees that the information contained

in the RS is carried over to the new wits whenever a nev, proposition is derived. Further-

more, the rule of inference guarantee (see the theorems stated in Appendix I) that RSs do not

contain any redundant information; i.e., given A T,. 1 , .. R I. the following types of

redundancv do not arise:
-I . .. ..- L

1. There is no pE{R 1  Rn such that priiZ.2"

2. There are no .EiR 1 .  R )and ,-{RE .. RnI, such that uc L.2"n l:n

We say that the supported wff A T,a,{R .... Rn has a minimal RS if the following

two conditions are met:

I. VrEIR . F) n a" :

2. VrsEjR .  R res.

In Appendix 1, we prove that all the supported wffs in the knowledge base resulting from the

application of the rules of inference of the SWM system have minimal RS.

5or

23 W~e will discuss the problem of multiple derivations of the same ,.fl late., in this paper (Section 7)

" Otherwise. the se,, wouid z contain extra information, name,. a!! tne % .s in La-

%, 25Otherwise. the set . cluld be discarded from the restriction set -ithlut anv los of information. Since L be
longs to the RS. we knowk that that 0.. - -0 - Also. since an' set containing an inconsistent set is itself inconsistent *.,.,

(Theorem 4. ir. Appenc;x I w. e could infer that 0 _ Ls inconsistent. s, nce (. .) 0-. %

%S
11L(**%'
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To compute the RS of a wif resulting from the application of the rules of inference, we

define the functions u and ?~The function p is used whenever a rule of inference which 0-

generates a supported wif whose OS is the union of the OSs of the parent wffs is applied. It

generates the RS of the resulting wif by unioning the RSs of the parent w%%ffs and removing .

from the resulting set some sets which would be redundant, namely that would violate one of

the two conditions listed above. The function iC is used by the rules, of inference wvhich gen-

erate a supported wff w.ith a smaller OS than the parent wkIfs. It takes the RS of the several

hypotheses in the resulting OS and computes a minimal RS from those RSs. The functions p. *

and are defined as follows:

(1, r o 0..oi V- ''r U. Ur C, U... U('J,-~-

where

'R,)) =O O: EP A ar-0}=C) v (3E &i-A i5(b

and

CR EC R -(36 Xt A OE RA jCOJ)I

and

1JO i--gr:31IE O:r=rs( 11)} . o:3HEO:o--osf IIl))

To compute the 01- of a wITf resulting from the application of the rules of inference, we

define the functir A\ a~s fcolc'ws:

fcxt if a=-ext or 6=ext 0'
lder otherwise

Two supported wIfs are said to be combinable by some rule of inference if the supported

wITf resulting Irem the appli,.ation of the rule of inference has an OS that is not known to be

in~nsste,. dcnr-e 'lie Fre"'-t (cmbzinc 'AhILl de .Ije the '.0mbinabilitv" of' the sp

inconsistentP ju-.*.-



ported wffs A and B: -.

false if 3r~rs(A) : rcos(B)

Gombine(AB) false if 3rErs(B) : rcos(A) -

true otherwise

The rules of inference of the SWM system, guarantee that: "
,Os-c.he t s i"

1. The OS of a supported wff contains every hypothesis that was used in its derivation.

-2. The OS of a supported wif only contains the hypotheses that were used in its derivation. .'-'-'-

3. The RS of a supported wff records every set known to be inconsistent with the wff's OS. 0

4. The application of rules of inference is blocked if the resulting wff would have an OS

known to be inconsistent.

It is important to distinguish between a set being inconsistent and a set being known to

be inconsistent. An inconsistent set is one from which a contradiction can be derived; a set

known to be inconsistent is an inconsistent set from which a contradiction has been derived.
0

The goal of adding RSs is to avoid re-considering known inconsistent sets of hypotheses.

The OT and OS of a proposition reflect the way the proposition was derived: the OS con-

tains the hypotheses underlying that proposition, and the OT represents the relation between

the proposition and its OS. The RS of a proposition reflects our current knowledge about how'

the hypotheses underlying that proposition relate to the other hypotheses in the knowledge

base. Once a proposition is derived, its OT and OS remain constant; however, its RS changes as

the knowledge about all the propositions in the knowledge base does. ,

The following are the rules of inference of the SWM system.-

' There is an extra connective in the S\\%M systern. the trutb-functional or. v hich will not be discussed in this
paper. For a detailed desription of this connective, refer to [Martins 831. [Martins an. Shapiro 84' or [Martins an "-.
Shapiro forthomingl.
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Hypothesis (Hyp): For any wif A and sets of wffs R1 . R (n -O). such that VrE{R. .

.R }: rr A}-OZ and VrsEiR1  R }: rcs, we may add the supported wiffn n

A I hyp{AM.R1, .R I to the knowledge base, provided that A has not already beer. 0
n..

introduced as a hypothesis.

Implication Introduction (-1) From B der,o,r and any hypothesis HEo, infer

H -B der~o-(Ii1,(o-JH)). :f

Modus; Ponens - Implication Elimination, Part I (MPY. From A I t1 o 1 r1 A -B It 0o2 r2

and Combine(A,A -B), infer B I AMt 1 .t 2 )o I uo.,4r I r 2 {o 1 .0 21)

Modus Tollens - Implication Elimination, Part 2 (%IT): From A -B t. 1, 1 r1 -'

and Combine(A -B.- B), infer -A I AMt t 2)oo z~ r l.o o 1

Negation Introduction (-I): From A I t 1 1,o,r, -A it 2 o.r, and any set (H .
1 n ko. infer

-(H A... AH ) IA(t1.t 9.o-{H1 , ... H .H}.o-{HM .. Jn)-.-

From A I t1 ,o1 ,r , -'A I t . 2 r.o O2 Combine(A,-A). and any set (HI,.

Ili }C(o Uo9 infer -(H A. .. AH) ext, (o uo )-(H 1  . *Hn ((o uo -H 1 ...

.H 1).1 n12 11 n 12 1

.Hn

Negation Elimination (-E): From -- A I t,o,r, infer A IA(t,t).o,r.

Updating of Restriction Sets (URS) From A It 1 1 r1 and -A it to 2 r2 we must replace
2' 2' 2

each hypothesis H I yp.{HI,R such that HE(o Wo2 ) by

H Ihvp,{H).cRuj(o uo2 )-HEIM. Furthermore, we must also replace every supported

wif F t~o,r (tder or t=ext) such that orio 1 uo 2) by F I t.o,o-(ru{(o U0,0-01).

And Introduction (AT): From A I t1,o,r and B I t2 or ineAtt),o~r.

From A It 1 1 ,r 1 1 B I t 2 ' o2 r 2, 0 1 402. and Combine(A,B), infer

AAB ext~o 1 ''O 2,1u((r 1'r2},(olo 2 1)'

1 17
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And Elimination (AE): From A AB jto,r, and tvext, infer either A Ider~o,r Or B Ider,o,r or

both.

Or Introduction (vi): From -A -B t ,r and -B-A t ,17~, infer AvB IA(t 1 .t 9.o~r.

Or Elimination (yE):

K:From AvBlt 1 ,1 , 1 , - Al Tr and Combine(AvB,-A), infer

B 1A(t 1,t 2 .o Iuo,i..dr,r}{o, '02}))

From AvB I t 1 ,o1,r1 , -B I tl,,o 2 ',r2 . and Cornbine(AvB,-B), infer ~

A !A(t 1 ,t.,).o i2 ,(r,r},oo 2 )

From AvB 't 0 1 r1  A-Ci 0 o2 r.), B-C; t3 .o.,.r2 , and Combine(AvB. -C). infer C I

V introduction (VI): From B(t) I der~ou{AO),r. i. which A(t) is a hypothesis which uses a

term (t) never used in the system prior to A's introduction, infer V(xXA(x)-B(x)]I

;1 der,o,(o). 2'

V elimination -Universal Instantiation (VE): From the supported wffs Y(xXA(x)-B(x))I a

t 11 1 r 1, A(c) I t 2 '02 ,r 2 and Combine(V(xXA(x)-B(x)I.A(c)), in which c is any indivi-

dual svmbol, infer A(c)-B(c)I A(t t ),o i TH0 D
1 1 2 I . - 1 0

3 introduction (31): From A(c) t~o.r in which c is an individual constant, infer 3(xXA(x)]

AMt,t),oxr

S 3 elimination (3E): From 31xjA(x)j t,o.r and any individual constant c which was never

used before, infer .A(c) A(t,t),o0r.

25Acrding to this rule of inference, the universal quantifie, c-an onl\ be introduced in the context of an. impli
... ca~ion. This is no- a drawback, as ma\ seem at firs'.. since tne ro.e of the, antecedent of the implication (A~i) is to

define the t'.pe of obiec: that are being quantified. This is som!*.imes czaliec re.zli izec quanitifca [ion.

li
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Among others the following theorems hold for SWM (their proof can be found in .

Appendix I - the numbers associated with the theorems relate to the numbers in Appendix

Theorem 4: All the supported wffs in the knowledge base reSUltinv from the application of

the rules of inference of SWM have minimal RS. . S.

Theorem 5: In the knowledge base resulting from zhe application of the rules of inference of

SWM, if two supported wffs have the same OS, then they have the same RS as 'well.

Corollary 5.1: Every OS has recorded with it every known inconsistent set.

5. Non-Standard Connectives - The SNePS Connectives

AIn Section 4. we were concerned with formally defining a logic that would not allowk the

introduction of irrelevancies and would be able to deal with contradictions. Here we are con-

cerned with using such a logic in practical applications. To do so, we extend SWNM by adding

* non-standard connectives ( )OXlj, ROj V -, A-). These non-standard connectives [Shapiro 79a, '

79b] were originally motivated by the issues in knowledge representation, and an interest in %

carrying out deductions within the representation formalism, rather than about it. They were

originally implenented in S%'ePS using a standard logic [Shapiro 79a); we shall refer to them

as the SNePS connectives.2

This discussion does not mean that we chose a "wvrong" set of connectives when defining

SWN1. The connectives that were defined in Section 4 have simple semantics and make the

* task of talking about the properties of the logic easier. However, they lack some expressive

power, and this is the reason for the introduction of the SNePS connectives. A second point in

2"In this secu.ori. we expand our set of formation rules with the additior. of the foliowing rules for creating wffs:

If Al. A n.C. C are wffs. then (A. A n) A- (C I. .C .Cnand (A. A n v-(C I . M .. ) are -

wffs. If A A n ~ are '.f.s i--. j~ and rn then n ,j( £ . A r. is a wff; If AI. An are uwffs and (Y--isn

- then Oj(.A . A n I s awff. *'

%,.
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favor of having defined standard connectives in SWM is that the SNePS connectives are defined
' J%

in this section in terms of the standard ones. and therefore a formula usinF the SNePS connec-

tives should be considered as a swnactic abbreviation of a complex formula using the standard '.--

connectives. %

We defined the term "rule of inference" to denote those statements in the meta-language

that are used to add new lines to a proof: i.e.. rules of inference are tool" for lengther.:n'

deductions. In this section, we introduce the concept of a deduction rule. A deduction ruie is .. '.,...

defined to be any proposition that has either a connective or a quantifier (or both). A deduk .

tion rule is a statement in the obiect language. and can be considered a recipe. plan. or heuristic

for deriving new information from old information. As an example. let us consider the wiff .

A-B. as a deduction rule. This wff may be used to derive B. if A is known. From an applica--

tions point of viev , we can look at this wff as stating something like "if you want to show\ B,

then try to show A first": i.e.. ,we can reduce the problem of showing B to the problem of

showing A. 3 From this deduction rule and the knowledge of A, the rule of inference \1P

enables the derivation of B. Rules of inference are entities that are part of a logic: deduction

rules are wffs that are created while using the logic that contain some characteristics pertain- "e

ing to the specific domain of appli-ition of the logic. "7

To make the rules of inference for the SNePS connectives easier to state, Ue introduce the

following notation: •

I. Let C"(a1 . . . . . an) represent an ordered set (using some ordering criteria which we

don't care about) of all the i-combinations of the elements of the set {aI  a WeV..2

represent the k-th element of C,"{a ...... an by kc,(a] ..... a n). and the set ia 1n "I".° . °S

a h ! - Ac,"ia ) b (a... . a ). For notational convenence, when the argu-.n n ~ n

ments of Acn and C, are let t unspecified they" will default to P .  .P For exam-n'

120% %
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.. 0

pie, C3(A.B.C)= -IA.B). (A.CJ. (B.C), 1c,(A.B,C)-fA.B), 2c(A.BC)=A,CJ, and

?C2'(A.B,C)-}B). Also. C = P,P 2),P.P},iP.P)J, and ZC ={P 2 ). ., .

0
2. We write o{P 1  P } to denote the function application .(Pl P ), and we -

,,%rite R< .P " P n> to denote the set {i(Pl ... (P )}. For example, A{A 1 , . • . ,
n n| • ~. .

A n  A AIA ... AA ;and -<IA, ..... A = - .. A . ' An

The function Combine is extended in the following way to decide the combinability of -

more than two wffs:

fai se if 3 rE rs<{A1 -- ' A > ,osc<AI-A >: A A

CombinetA 1 ...... A,) rcu[os<A, ... A ]
tOuc otherwkise -

5.1. And-Entailment 0

And-entailment is a generalization of S\M's entailment to take two sets of arcurnents.,

set of antecedents and a set of consequents. And-entailment, written A-., takes as arguments

two sets of propositions. The proposition represented by the wff ,A 1  A n ) A-. (C 1

Cm) asserts that the conjunction of the antecedents (A 1,.... An) relevantly" implies the

conjunction of the consequents (C 1  Cm).

mS

Before presenting the introduction and elimination rules for and-entailment, we should

sa\" that, as opposed to SWMs entailment, there is only one rule for eliminating A-.,

corresponding to a generalization of MP. The reason for this is related to the distinction
, •

between a deduction rule and a rule of inference. Recall that a deduction rule is taken to be a

recipe to obtain new information from old information. From this point of view, the wff (A 1

....... A )A-(C .. C m ) is the formalization of the following heuristic: "if you want ton 1~ m

obtain any one of C . . . . .. Cm then try to obtain all of A . . . . . . An". In other words, the,- .

consequents of an and-entailment are propositions that, from the nature of the problem domain -.

3 'The condition hat there LS a relevara connection between antecederus and consequzerts represents a ceparture
fromr the u, i the SNePS connectives were dehned !SN-._- r, 79., 79h:.
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(whatever it is). typically are derived propositions as opposed to statements entered in the svs-

tern as data. From this point of view,. applying MT to this deduction rule doesn't make much 0
-j - - -

sense, since it corresponds to trying to obtain information about the A's by looking for infor-

mation about the C's, but, from the nature of the problem the C's are known only if the A's

a re . -

The introduction and eimnation rules for A-. are formalized as follow s:

And-Entailment Introduction (A-): from (C A ... AC m ) I der,ouA . An!,r infer (A
I m I 'n

.A )A -(C 1  C ) dero,!(o). - -
n m

And-Entailment Elimination (A-E): From (A. .A. . )A'(C-C. t.o.r. A

... )A -(C 1  C ),A1 •"-"-"""
t 1 o.r . n tn.on.r n and Combine((A 1 . . . . . . A n  C..m .

A ) infer CI^ . . .C .\(tt....... tn).,uO},(R.O). where 0 and R are the sets

0=-o.o 1 . . o and R=ir.r 1 .  rn K

The rule of A-E may not correspond to the reader's expectations: That is, one might have

expected the following: "from (A 1  A -(C 1  " C -- -(A A . .. AA

t2oo.r, and Combine((.A .... A) -. (C 1  Cm) (.4 1 A . . .An)) infe? (CA ... A()

Au 1J2).o1uo ,  r 4rl.(oj.OJ". The reason why this is not so is related to the fact that the

wff (A ,A2 . . . . . A A- (C 1  Cm) is considered to be an abbreviation of the wff (A1 -.

(A 2 .... (An - (C1 A ... ACm)))) (in which the order of the antecedents is irrelevant) as

opposed to an abbreviation of (AI A ... AA Wn A ... AC ). What the A-'E rule does, in
n rn

fact, is to apply the rule of MP n times, and what the rule of A-I does is also to apply SWM's

-1 n times. A close look at the rule of -.1 will show that if one would wan! (A 1. . . .. .

A- (C 1 .... Cm) to be a s\ntactic abbreviation to (A1 A... AAn) -(C 1 A ... AC). then the ,

rule of A-I would have to be stated as follows: "from (C A AC m derouiA A ... AA},r

infer (A 1  A n ) A ( ..... C m ) der,o. (o-A A .. AA })".

1hi \k- '! Lv ir: n..2~ 2 .IHC o.> f n1 ne J e tnu n> n. h. zbe 0r.Tef. ! S lrr
7,• 19
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0

5.2. Or-Entailment

The or-entailment is another generalization of SWV%1s entailment to take a set of

antecedents and a set of consequents. Or-entailment, written v-,. takes as arguments two sets %

of propositions. The proposition represented by the wif (Al . . . . An) v- (C .. Cm

asserts that any antecedent relevantly implies the conjunction of the consequents In other

Words. (A1. . . . An )v-.(C1 . ,C) can be thought of as a shorthand for A1 -(C A ..

AC)A ... A A -(C A.. AC)

Formallv. within SWM.\I the rules for or-enitailment introduction and elimination car, be 0

su~ited as follows:

Or-Entailment Introduction Iv-1!): If for each k such that 1! k!n we have (C A ... A(-.

der,ouA r,33 infer (A I A~ )v -(C1 .  C )der.o.(o).0k Ik, 1 m

Or-Entailment Elimination (-yE): Fromn (A A r ,A )v .(C ICM to 1 .r 1 * A

m

C1 A ... AC AVt 1 ,T )'o Uo2 ,0({,o),ir 7 D}.

5.3. And-Or

And-or is a connective that generalizes -. A, V,34 s (exclusive or), I(nand), and (nor).

And-or, written ,, (~j. takes as arguments a set of n propositions. The proposition represented

by the wif , VA7P I P .) asserts that there is a relevant connection between the proposi- -

tions represented by the wffs P1  P such that at least i and at most j of them must
n

simultaneously be true. In other words, if n-i arguments of 0, j are false, then the remain-

ing ihave to be true, and if j arguments of 0,j ~ are true then the remaining n-j have to be

false. In and-or any argument can either be in consequent or antecedent position - ie, used to

33Trws means tbat for each such k. the entailment A _(C A ... AC I dero.f(o) holds, and therefore from the n
previous A-ffs we can asser, (A1 -(C1 A ... ACm )A ... A ~,~i**nfder~o(o(

34 There is another non-standard connective. truth functional and-or which generalizes truth funzciona; 71r. Th:,
rii be- -~ discussed in this paper: it is presenteC ir. , risS;

123 *..
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supply information to deduce the other arguments, or being deduced form the information

gathered about the other arguments. ~

sWe will now define, without considering the information contained in the OT, OS and

RS, what is needed to introduce and-or and what inferences can be drawn from itL After-

wards we will formally express the introduction and elimination rules within the SWM for- .

malism.

Suppose that one wants to introduce ,VA(...PI ) r the rule of V1 requires the

verification of the following two sets of conditions:;

I. If any n-i arguments are false. then all the others have to be true. This can be stated as:

Vk~~~~~~~~ 15 P) A " -I -A

2. If any j arguments are true, then all the others have to be false. This can be stated as:V

*Therefore, given n, i. and j. the X~l rule requires the verification of the (n_*) entailments listed

under 1 above and of the ()entailments listed under 2 above. -

informally, the following are the inferences allowed by VE:

I. From V ..... P ), -A .. , and -A .in which (A1 .. A0  MP .,

*Pril infer A[(P I... Pn HIA1 , I A__ H. *-~

2. From ,)CKAP 1  . P),A1 .. and A. in which (A1 .  A JcP 1 .. P 1. infer

I.... 1l n

Formally, within SWM, the rules for introducing and eliminating and-or can be stated as

follow.s:

And-Or Introduction 00(l): If for each k such that 15kS (,we have Al A . . . AA -

der.o ui-Bl _1 ) - -. rk in which {A.....A.} C-R and B,.

Bn-.}= A clj, meaning that (- B ,-B .)A -(A .. A )Ider~o ( nni1' n-i and'

thereby that the (nd entailment-% listed under I above are verified (we will refer to

p12

1 2L%
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each of these supported wffs as Fk der.Ok.Rk and also if for each q such that

1<Sj).we have -A 1 A.. A-A der.o'~ u1B i...Bj.rq in which 1Ai..

n-~ tand (I B=qCn. meaning that (B . . . A

-A )deroqj,' and thereby that the entailments listed under 2 above are

verified (we will refer to each of these supported wffs as G der,O'q..R'.), then, let- 0e r
q

ting O=-(O 0(._) .0',. 0'(j and R-(R R1 .. ... R.4 1: IR

I) If VaOO a=9 infer .)CKAP . . Pn)I der.Oi.RI;-'

2) If 3at.REO such that att, and also if Combine(F........__ ,G '

infer P P [ ext,u1(O}4RO). '

And-Or Elimination 00U): From ,),A'P, P )t.o.r. -'A t 0o1 r1 ,....-

tn-i'0n-i rn-i' i.%A n-ili n adCmie API

11 A-A ).then, denoting by 1  B 1 th et1APJir

..... n-i and bv 0and Rthe sets 0-ioo _- land R={rjr . . . . r~ n-

infer B1 A . .. AB %(t~t1 . t .).u{O},i(R,O):

From VAP P )t~o.Y A1 I t 1 ,o rr1 . . . . . . . . . . . o..r., (A
From J, Jn i,.. (P

P} and Combine( ,)O(kP . . . P ).A....A. then, denoting by {i

B ni the set (P...PnHA.....Al and by 0 and R the sets O={o~o1

0 and R={rr r)., infer - BI A ... A-'B IAtjt t )u~(.)

As a last point in the discussion of V(1, let us consider the cases in which i=-O. y=n. i=j=O),

and i=y=n. When trying to introduce )O( in any of these cases, we are faced with entailments

that have either empty antecedent or empty consequent. 'When this happens, the proof of the

entailments with emptN antecedent or consequent should be disregarded and only the other set

of entailments should be considered. Notice that we are not saving anything about how to0

introduce entailments with empty consequent or empty antecedent; in fact, such formulas are

35Ntice tat in, all the (),S are equal then all the R's are equa! as well (Tbeoremn 5, Appendix 1) and for that d.'

reaso)n. it doesn't matter which O's WrRs w e write down in the final wif. 0
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*not wffs. and thus we don't have to worry about them. 'What we are saying here is that for

some values of iand j. the XK connective becomes somnew.hat simplified, and thus not so much

work is required in its introduction. M

5.4. Thresh
%5!A

Thresh generalizes equivalence to a set of arguments. Thresh, wA.ritten R
0 ,, takes as

* arguments a set of n propositions. The proposition represented by the wifl RC~(P....P)
n

asserts that there is a relevant connection between the propositions represented by the whffs P1

... P nsuch that either fewker than i of them are true or they all are true. If at leais,: of the

*arguments of C) are true then all the remaining argumnents ha~e to be true ind i: i-I argu- -

ments of nCJ, are true and at lea-~ one :i.±sc then the remaining arourrinis ha.ve : efa!,e.

* ~As in the last section. these inference,, ; be the guidelines for statinc the ,l rule and

will be explicitly stated h,. th- )I rule.

* The introduction i'- 1). n require,, the \elialr fthe ibllo-w% ir twvo sets

of conditions:

2. Vk :1 A P Pu-P -K

*Given n and i. the ( l rule requ~res, the ve i n ,ai r. on :i, n~ d r,, 2

conditions of type 2 there are di? eren' , \ .ntne anle..edenru. i thr enta;l

ment, and for each of those wasthere arc A 0 1: Llh,&OS 'he ir~jnte7r.' h is, ne~ited

The conditions for the elimination rule are ohtiined c:rej.\% !rrr ,!,e -ond:tions of the

no rule:

I. From Oj(P1 . . . . .  AnA and.......A 1 inie- B

AB .where W, 11 K=jI . . )
n -i' n-i I n I I

p2. From nO,(l1....P nA....A I-and A xvheer\ A I and

AA>. A ci)C~,..,2I Al %k 7e~' ~



Formally, within SWAM. the rules for thresh introduction and elimination can be stated

as follows:

Thresh Introduction (OI1t If for each k such that ISkSQ') we haveA A. . .AA ~I

der~okuiBi .... ,r where (Al An k,"an. J B.})= C'f

meaning that (B I B A( An- __ I der~o k.(ok) (which we will refer

toa k k de, k).' and also if for each q such that 1 -ql-(~" and for each E such

that EE q~ c1'1e have -A 1 A . . . A-A I uer.oq u....fl1~tU ?Bq

where i........A n-= q Ci , and (1 . B qc,', meaning that B

B l(Eu{-E}A-(-A . -A der~o,.(o q)(wke wvill refer to these sup-

ported wff s as G5 Ider.,,R3  then, letting O=iO 0,.. O n).Oi. 0'( } and .50

R~R1 .... , R',. R

1) If Vo.,6EO, a=,6, infer ,Oj(P I . P ) der,O R

2) If 3ci.eEO such that a~e, and Gombine(F .-.- ,G F ), infer

n(_YP1~ .. P)ext,u{O},pR.O).

Thresh Elimination (OF):

I) if 0 w( P n) I t,o,r, A1 I t 1 11r.....and A t .o .r* are supported w ffs.

iA1 . . . A )4P .. P1 and Comnbine( ,,,(P 1  ~ )A...A) hn

denoting by 0 and R the sets ={(o~ol o d and R(r dinfer B A..

.AB At
21 I jI t.) I {o}.r,0A in whc tB .1 .rl .l- t . , - , and=i . 1-A .A

% *I

3 'TbLS means that the (S)entailments listed under I are verified.

'NoTice tna' f,17 each a there are iof these Suorx~rted %wits. it-. rang'es fro~m Itc, i X(Q) ).and theret' that The
jXYj) enti.Amns 'I~e urider 2 are 'Neried.
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Pn and Combine( ,Oi(P 1 ..... Pn),A .  Ai_,'A) then, denoting by O and R

the sets O={oo 1 . Oi.. ,O} and R={r.r I , ri1 .r}, infer -B A ... ,-
1 n-i

A(t,t I  ti-1 ti),u{O},1AR,O) in which {B1  B nSi=Pl . HA

Ad).

6. MBR - The Abstract Level of a Belief Revision System '/'.

Having presented the SWM system, we now discuss how a belief revision system using "

SWM should interpret SWM's wffs and how SWM's features can be used in applications of,.' ,"
.', .. :

belief revision. In this section, we provide what we call a contextual interpretation for SWM.

0We use the word "contextual interpretation" instead of just "interpretation" for the followin,

two reasons: On the one hand. we want to stress that we are not providing an interpretation

for SWM in the logician's sense of the word; on the other hand, we want to emphasize that

our definition of truth depends on the notion of context. This contextual interpretation defines

the behavior of an abstract assumption-based belief revision system (i.e., not tied to any partic- .

ular implementation), which we call MBR (Multiple Belief Reasoner). ....

We will assume that MBR works with a knowledge base containing propositions that are

associated with an OT, OS, and RS (in SWM's sense). The propositions that are added to the . ""

knowledge base follow the rules of inference of SWM.

We define a context to be a set of hypotheses. A context determines a Belief Space (BS), -.

which is the set of all the hypotheses defining the context and all the propositions that were

derived exclusively from them. Within the SWM formalism, the wffs in a given BS are

characterized by having an OS that is contained in the context. The set of contexts represented

in the knowledge base is the power set of the set of hypotheses existing in the knowledge base.

Any operation performed within the knowledge base (query, addition, deletion, etc.) will -

be associated with a context. We will refer to the context under consideration, ie., the context

* associated with the operation currently being performed in the knowledge base, as the current

•0
context. While the operation is being carried out, the only propositions that will be considered
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are the propositions in the BS defined by the current context. This BS will be called the

current belief space. A proposition is said to be believed if it belongs to the current BS. We "
%

can look at contexts as delimiting smaller knowledge bases (namely, the Belief Spaces) within

the knowledge base. The only propositions in the knowledge base that are retrievable are . ,

those propositions that belong to the current BS.

A common goal of belief revision systems is to stay away from contradictions. i.e., to

avoid the simultaneous belief of a proposition and its negation. Taking this into account, it

would seem natural to constrain contexts to be consistent sets of hypotheses, not just any sets 0

of hypotheses. Let us note, however, that determining whether a contradiction is derivable

from a set of hypotheses is a difficult problem in logic, and thus the condition that contexts are

not inconsistent may be very difficult to enforce. For that reason, we may settle for the .

weaker condition that contexts are not known to be inconsistent.

Within MBR, we can easily detect whether a context is not known to be inconsistent %-

considering the RSs of the hypotheses defining the context. Given the context {1I ... .11 n. the

condition

VHE I1 .  H VrErs(H) :r {1 1  l1n I-JH"

guarantees that the context {lI. H n is not known to be inconsistent.""

t:iwever. t may be the -ase that in MBR one desires to per:orm reasoning within the BS

defined by an inconsistent context (a kind of counterfactual reasoning). In SWM. the existence %

of contradictions is not as damaging as in classical logic, in which anything can be derived

from a contradiction. Thus. in MBR one may not want to bother discarding h.,'potheses after a

contradiction is detected, since the contradiction will not affect the entire system.

For these reasons, in MBR. the condition that a context is not knowAn to be inconsistent

\will not be compulsory but rather advisable if one doesn't explicitly wkant to perform -.-

3"z H, H ' -t rvil 'H Hr .H_ H> , , . . S
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%
reasoning in a BS that is known to be inconsistent. The reason why it is advisable is that

within a BS defined by a context not known to be inconsistent some simplification can be con-

sidered during the application of the rules of inference, as stated by the following theorems 0
Q.

(their proof can be found in the Appendix 1):

Theorem 6: If C is a context that is not known to be inconsistent, then, for any two wffs, A

and B, in the BS defined by the context C, we have Combine(AB)=true. S

Corollary 6.1: If one uses a context which is not knownr tc be inccnssten:, then N!BR doe"-

not need to check for combinability between the wffs before the application of rules

of inference. 0

Let us now consider how MBR acts when a contradiction is detected. We will discuss

two levels of belief revision" belief revision within the current context and belief revision

within a context strictly containing the current context. The main difference between them is

that the former may require changes in the current context and allows the deduction of new

wffs, while the latter leaves this context unchanged and does not allow the deduction of new , -

\%ffs to the knowledge base.

SWM has two rules of inference to handle contradictions: negation introduction (-,I) and

updating of restriction sets (URS).

The rule of -I states that from the combinable supported wffs A it ,Ol,r1 and

-'A t2 .o2 .r2 , we can deduce the negation of the conjunction of any number of hypotheses in ..

o1 o2 under an OS containing the remaining hypotheses. This rule is applied whenever two

contradictory wffs are found within the current BS. Its effect is twofold: (I) It may cause the . -

current context to be changed. The fact that both A and -A were derived within the current-

BS means that the current context is now known to be an inconsistent set. If one wants to

maintain contexts that are not known to be inconsistent, then the current context has to be

changed, (2) It allows the deduction of new wffs to the knowledge base. Such wffs are nega- .

tions of coniunctions. whose conjuncts; are some hypoktheses in the Current context (the0.
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hypotheses in o " -

The rule of URS has the effect of recording the occurrence of contradictions in the RSs of

all the hypotheses underlying a contradiction (and the wffs derived from them). This rule,"--
% I~. D

however, does not allow the addition of new wffs to the knowledge base. This rule is obliga- .-

torily applied whenever two contradictory wffs are found, whether or not they belong to the I 0

current BS. Upon application of this rule, there will be an explicit record in the knowledge

base about the possibility of the derivation of the contradictory wffs.

0
When a contradiction is detected. one of two things will happen:

1. Only one of the contradictory u'fs belongs to the current BS:3  the contradiction I-

recorded (through the application of LRS). but nothing more happens. The effect of doin"" "
I S

so is to record that some set of hypotheses, properly containing the current context, is

now known to be inconsistent. This results in what we call belief revision witi'n a con.

text properly containing the current context. This type of revision of beliefs has the

effect of recording that a BS larger than the current BS is inconsistent.

2. Both contradictory u,'ffs belong to the current BS: URS is applied, resultinc in the upda.

ing of the RSs of the hypotheses in the current context (and the derived ,wffs in the

current BS), and, in addition, the rule of -I may also be applied. This results in what wke

call belief revision within the current context. normally originating the disbelief (remo-

val from the current context) of some of the hypotheses in the current context. 0

7. SNeBR - A SNePS Implementation of MBR

In this section we describe a particular implementation of MBR using the SNePS semantic

network processing system [Shapiro 79a]. The system we describe is called SNeBR.40 The

aspects of SNeBR discussed in this section are: the representation of propositions. in particular, '

"Note that at least one of the contracictor\ v'fls belongs to the current BS. since a contradiction is deteted "'
whenever some new!. dern ed w, c ,n:r s me exist'.n oe. and new!\ deried wf.s always be. - g te tcurret,"

'"SNePS Be. ,e. R-\ ;s,,
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the representation of contradictory propositions and the representation of propositions obtained .,,% ...

by multiple derivations; the representation of contexts; the mechanism used by the network

matching function in order to retrieve only the propositions in the BS under consideration; the

basic functions available to SNeBR users, briefly introducing the SNeBR inference system; and,

finally, some details of the implementation of the process of revision of beliefs.

When using SNeBR, one can perform the following operations:

I. Add new hypotheses to the network. There exists a function that allows a user to

specify a proposition and the name of a context; the proposition is added to the network, "

justified as a hypothesis, and added to the hypotheses that constitute the named context.4"

2. Name a context. One can assign a name to a given context and use that name whenever

the context is being referenced, rather than listing every hypothesis in the context.

3. Ask for all the nodes in a given BS that match a given pattern. One can specify a node

(which may contain free variables) and a context; the network matching function will .. z..

retrieve all the nodes that match the specified pattern and are part of the BS defined by

the context. %' "

4. Perform backward inference in the BS defined by a given context. One can ask SNeBR to -

deduce a given proposition (possibly containing free variables) in the BS defined by a con-

text. SNeBR will retrieve relevant deduction rules in the specified BS and will create a

set of processes to derive the desired instances.

5. Perform forward inference in the BS defined by a given context. One can also ask SNeBR

to perform forward reasoning with a given hypothesis in a given context. In this case,

the hypothesis is built into the network, added to the context under consideration, and a •,. 
,.'.

set of processes is built to find all the consequences of the added hypothesis. ,

4 1nthis function, and in all the other user functions availlabie in SNeBR, if no context name is specified. ii de
fiu:ts te name "curren' context".
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A SNePS semantic network (Shapiro 79a] is a labeled directed graph in which nodes

represent intensional concepts and arcs represent non-conceptual binary relations between con-

cepts- One of the assumptions underlying the S~ePS network is the so called uniqueness pr-in-

ciple [Maida and Shapiro 82]. which states that each concept is represented in the network by a

unique node. An arc is labeled with a symbol intended to be mnnemnonicallv suggestive of the 0

relation the arc represents. The relations represented solely by arc labels are not conceptual:

they are used to form the basic structure of the semantic network. 'Whenever an arc

representing a relation r goes from node n to node m, there is an arc representing the converse 0

relation of r. rC going from m to n.

In SNeBP. propositions are represented b%- SNelPS nodes. Assxiated with each node,

repesetin a ropsitonthee i anther node, representing its support (called the supporting ,... '

nodci. The sur'porting node has arcs labeled os that poin:.- to the nodes representing the

hypotheses in the OS of the proposition and arcs labeled rs that point to the sets in the restric- 7

tion sez, of the proposition. Each of these sets is. in turn, represented by a node that has arcs

labeled ers (element of the restriction set) to each hypothesis that it contains. The 0O'

represents a relation betwkeen a proposition and its support and is represented in the netw,%ork

by an arc (labeled either hyp. der or eXt)4
, that connects the node representing the proposition

wvith the node representing its support. In Figures, 4. 5. and 6, we show,, the network represen

tation of hypotheses and derived propositions (propositions with "der" or 'ext" 01's).-

'2k weer t ' theve arcs as OT. and czpitz.ize tne lahel i tif. arc name tco slress that the label stands for atn at-
lbrr'.iation c: eltn'.r. hyp, der o-ext.
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Let us now describe how contradictor-y propositions are represented in the network. The . .

uniqueness principle guarantees that there is as much sharing among network structures as ""''

posible. According to this principle, two nodes representing contradictory -,.ffs should share 0

some common network structure. To illustrate this aspect about network sharing, let us con- -- "

sider, for example, the supported wffs P I tI{,H ,}n-, I t2,{3'H},.Thssupre.'-'.''

wffs have in common the proposition P. Their network representation is shown in Fioure 7.'-'

tion -,P.'

neesr orepresen tat piiro ina Fs Rrre 8ekte rage

LNieht u now derbene hoy contadic.Tre propositions are . .) represented in the network h

% b%, apodsbewt acs laedein to thpie , w nodes representing anrcotabdmic toana arcs shbeuld shae

..-.-.>[

%* %

n this figure and in the forthcoming figures. a trLangle banging from a node denotes the network structure. .
neCesrarY to represen th rl' c, [o- rna: is written beh'w the triangle. ''J'-

"4Notice that -P is represented by. 1)0(P). The propostion . )OQP, i.... P,.) is represented in the network ''''. . .

by a node with arcs labeled arg to the nodes representing P .. n" an arc labeled rai to z and an arc labeied max . ,.. .
to j. S
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Figure 7
* Representation of contradictory propositions

To obtain full sharing of network structures when a newk node is about to be built,

* SNeBR first checks whether that node (or its negation) already exists in the network: in this

case, the entire network is considered, not just that portion of it that belongs to the BS under

consideration. The network matching function [Shapiro 771. [Saks 851 guaranfees that this
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node is found without having to search every node mn the netw.%ork.

We also need to consider the problem of multiple derivations of the same proposition.

The reason that the issue of multiple derivations of the same proposition is raised here rather

K' than in Section 4 is that this is a representational issue rather than a logical one. Within

SWM. if the same wifl is derived twice from different sets of hypotheses, then it is written

* twice in the knowledge base wvith the corresponding OT, OS, and! KS. \Vhtr -,kit wh

-issues of representation. wve have to decide how to represent those supported wrvts and thus the

current discussion. Suppost that a iiven proposition is derived in several differen:, wkavs with

different 01s and RSs': how, should the multiple occurrences of the same proposition be

represented' Sho'u~d the%- share the same node? The uniqueness principle requires :halt :he

node representino this proposition be shared by the different occurrences of the pro)postion.

Our decision in this caeis to link the node that represents that propoition to multipie sup-

* _irting nodes, each one )I whic:h represents one of the possible derivations. As an example,

suppose that the network contained the nodes representing the supported wffs C hyp.WCLU; C

Ader.A A A -CU and C derJ B. B -.CM {{D8 The proposition C has three su pporting nodes: one of

-p ~them represents a hy pothesis and the other two, represent derived propositions. The represen- p- AA

* tation of the proposition C is depicted in Figure 8. In this figure. node dl represents, the sup-

prt of C hviod ne 12 represents the support of C deri.(A--(1,0L and node c13

*represents the support of UdrBH.1IH
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named "ctl" containing hypotheses H1 and H. --

o 0

00

* -:vaI t :va.

Figure 9
Representation of the context C"ct

Based on the representation just presented, let us consider how. the network matching

function decides wkhether or not a given node should be retrieved fr:)rr, the network. Given a

node and a context, the node belongs to the BS defined by the context if one of it-s supporting ,

nodes has an OS contained in the context. Let us denote by do(n) the support"5 of the proposi- - .*

tion represented by node n and by os(d) the OS represented by the supporting node d. Then,

given the context {il.....H n), represented in the network by nodes h h1 w a P

that node n belongs to the BS defined by this context it' 3dEdo(n) os(dkc~h1  hn). The

network matching function uses this condition to decide whether or not a given node should ..

be retrieved. Suppose that the network matching function is given a node, say Tr, and a context

0? and discovers that node *' in the network matches nt.' 6 To decide whether or not V, should be

retrieved, the network matching function computes do(*'), which is done by following the OT

arcs leaving '4, and for each of the nodes in do(*!) it checks whether the node's OS is contained

in (I In other words, the network matching function does a pattern match as if there were no

'"rhe suipport of a node is the set of its supporting nodes.

Ab~ktails of how this is done can be found in [Shapiro 771 (Martins 8.3; and rSaks 85. F-or thi! purr-ises of this
discussion it suffices to &a-, that i. is f ound without having to serch everv noc i the ne~x
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contexts and then "filters" the nodes in the BS under consideration. The question of whether

this "filtering" can be done before the match without extensive computation is still an open

* problem.

* The SNeBR inference system allows both backward and forward inference to be per-

formed. Every deduction rule in the BS under consideration may be used, in either backward .

Or forward inference or both. When a deduction rule is used it is activated and remains that

way until explicitly de-activated by the user. The activated rules are assembled into a set of

processes, called an active connection graph (acg) [McKay and Shapiro 801. which carry out the "..

inferences. The acg also stores all the results generated by the activated rules. If during some -

deduction, the inference system needs some of the rules activated during a previous deduczior.. -

it uses their results directly instead of re-deriving them. Forward and backward inference - ..-f

interface smoothly, giving rise to a behavior that we call bi-directional inference. ([or more -

details, refer to [Shapiro, Martins and McKay 82]).

There are two main concepts involved in the implementation of the inference system: -

" pattern-matching and the use of procedural (or active) versions of deduction rules. The

pattern-matching process is given a piece of the network (either to be deduced in backward

inference or added in forward inference) and a contex'. and locates relevant deduction rules in

the BS defined by the context. Such deduction rules are then "compiled- into a set of processes,

* which are given to a multi-processing system for execution.4 The multi-processing system

used by the inference system is called MULTI [McKay and Shapiro 80]; it is a LISP-based svs- •

tem mainly consisting of a simple evaluator, a scheduler, and system primitives. The evalua-

tor continuously executes processes from a process queue until the queue becomes empty; the

scheduler inserts processes into the process queue; system primitives include functions for 0

creating processes, scheduling processes, and manipulating local variables or registers. Every 

The mul;pcldsn aprah a in~uencrd ho,:h b% Kapiar.' produce, ulns Lme. rnc-JeKapia an d k%k and's frame model of c.)mputztio, I~k and 741,
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process has a name that defines the action the process will perform and also has a continuation

link naming the process that is to be scheduled for activation after it has completed its -Ib.

Each process also has other "registers- peculiar to the action it will perform. Some processes

*receive answers and "remember" all the answers thev received. Details of the inference svs- -

*tern and the processes it uses can be found in [Martins 831, 1

In closing this section, we now describe howk contradictions are handled by SNeBR. A

*contradiction will be detected by S.NeBk when one of the following conditions occurs: 0i)

Nodes representing contradictory wffs are built into the B3S under consideration; ~ (2) Informa-

tion ga~hered b-% a connective elimination prcess show,,,s that a rule is invalidated by the data

in the BS. We will discuss each of these cases in turn.

Suppose that when the inference systemn builds a node (say ni) representing proposition

P. it discovers that there is a node (say n2) representing the proposition -P (the discovery of

n2 is guaranteed by the uniqueness principle) and suppose furthermore that n2 has a support- -:

inc node, meaning that the proposition represented hv% n2 (-P) belongs to some BS.4 "

* In this case, the rule of URS is immediately applied, having the effect of recording the

new set known to be inconsistent. After that, the inference system investigates whether Or *-

not the current context has to be revised. This would happen if both ni and n2 belong to the .

Current BS.'O If this is the case, then the rule of -1I is applied and a decision has to be made

*about which hypothesis is the culprit for the contradiction. This decision is not made at the

logical level (i.e., by the rules of inference) but rather at some other level. In the cur-rent

*implementation, this is done through an interaction with the user (see Section 8).

'8'nc~ivs represenring ra~~r pro oeitiors are bu.;t but one of thern d7- ri, -. elcri t,- the BS unde.- conr
s;zerarlon. S~eBk rec-ords that there is an incorisisten: BS wni~fl is not being cornsioereOa. tnirougn the app.iuat1:in o!
IJRS. and prceeds

"Vf n2 dvts no:t have a supporring node, then it mean ho n2 is a COMnent : ar..:he- r :.5 and thus
does not contradic: ni. For exampie -P an,, PvQ are no: contradictc,,> praposl;ions.

"'The node n1 has vust been derived: therefore it beiortgs to, hre current BS The nc'ae n2 %k-:uld belong to the
current B~S if one of i--s sup-pxrtxng nodes has an OS tna- is con.,.a:ntec in the cur,,r,*: con:ex:

,i%
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The other way to detect a contradiction in SNeBR is when a process trMing to derive

instances of the consequents of a deduction rule gathers information that invalidates the rule.

Let us consider, for example, the deduction rule 3) 1 (AB,C) that states that exactly one of A. e

B, and C is true. If this deduction rule exists in the BS being considered and S.NeBR is asked

whether C is true it wil-l try to find whether A or B are true. If it finds that both A and B are ,

true then it reports a contradiction since the rule is invalidated by the data gathered. An

example of this is shown in Section 8.

Let us now take a closer look at SNeBR's implementation of URS. This rule requires two

traversals of the network: the first is to reach the hypotheses underlying the contradiction.

updatinp their RSs: the second, in the other direction, is to update the RSs of all the wffs
.4..

derived from them. When a contradiction is found, the computation of all hypotheses under-

lying it is done by following the OT and os arcs directly linking the contradictory wffs with

. the hypotheses that they assume. The updating of the RSs of the hypotheses consists of intro-

ducing a new set in the RS of each one of them (or in modifying some existing RS), which is

done by creatino nodes representing those sets (or by deleting some of the arcs in the existing

sets). To update the wffs derived from those hypotheses, only one arc has to be traversed for

each hypothesis (the osc arc connecting the hypothesis with the supporting nodes of the wffs

derived from it). Such wffs are updated by creating RSs or updating existing ones. This pro-

cess can be better understood with some examples.

14
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Figure 10
Network before URS

Consider the network represented in Figure 10 in which nodes i, n2, n3, n4, and n5 .P'

represent, respectively, hypotheses H H an h eiedpooiinP.Spoeta

ictin ivolvnr ode n5 nd 1, 2' HT. H4, n' h eie rpsto .Spoeta s. 4

-P, ha- just been derived. When SNeBR builds node n6 (representin2 -'P), it detects a contrad- .

ito novnnoen5adncausing the rule of URS to be applied. The first step in the 4.

*application of US consists in computing the set of hypotheses underlying the contradiction.

*This set is computed by following the OT (in our example OT is der) and as arcs leaving the
%4.

contradictory nodes: from n5 wLe obtain {nil. n2) and from no we obtz±in (n3, n4); therefore,
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the set {nl. n2. n3, n4} had just been discovered to be inconsistent. The next step consists in

- updating the RS of each of the hypotheses underlying the contradiction, which is done by

% creating a new RS for each hypothesis. For example, when updating the RS of nl, we create a 0

new RS (rl in Figure 11) with hypotheses represented by the nodes in the set {n2, n3, n4}. ' "

Finally, as the last step in the application of URS, the RSs of all the wffs (with der or ext OT)

* depending c- the inconsistent set of hypotheses are updated. This is done by following the osc

arc leaving each of the contradictory hypotheses to find all the supporting nodes depending on

that hypothesis (in this case, finding the supporting nodes d5 and d6) and updating their RS

(in this case, the nodes r5 and r6 are created). Figure 11 represents the network of Figure 10 0

after the application of URS.
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tion is represented inFigure12

dl d2

hO p hyp
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Os 0
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n3  Os4
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d 7 m a 7 , 0
n6 --

4dOS h Op Tri

Av 0

H 5  A

Figure 12
Network before URS (node n5 has two supporting nodes)

In this case, since n5 has two supporting nodes (d5 and d8), w.hen n6 is derived the inference A

system does rnot uncover just one inconsistent set but rather two: the sets of' hypotheses {
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H2 , H3 , H4 ) and {H3 , H4, H5) (represented by the nodes ~nl, m2, n3, n41 and (n3, n4, n7)) are .~- ~- *

now known to be inconsistent. Th~ application of URS results in the network represented in A
S

Figure 13.
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0

not disjoint from j, should have their RSs updated. If F I t,o,r is a wff such that ont0o , then "

after application of URS this wff becomes F t,o,a-(ru.K--o)). If r is the empty set, as was the

case in the previous examples, then a newk set is created in the wff's RS. However, if r is not 0

the empty set, the resulting RS may turn out to be smaller than the RS before the application

of URS. An example of such case is presented next- Consider the network of Figure 11 and

suppose that an alternative derivation for n5 is discovered, involving only the hypothesis H1  0

(node d, Figure 14). This uncovers the inconsistent set {Hl , H3 , H4 }, represented i. the net-

work by the nodes nl. n3 and n4. In this case, the application of URS has the effect of "

decreasing the size of some RSs (namely ri, r3 and r4), as represented in Figure 14.
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positions in the puzzle's statement to the puzzJe's solution. In solvin this puzzle, one usuall-y

raises hypotheses, reasons from them, and, if a contradiction is detected. identifies the fo1:u ,. %

hypotheses, replaces some of them, and resumes the reasoning. SNeBR is adequate for the so)Iu-

tion of this type of puzzle, since it allows the introduction of h\ poheses. reasoning from

them. and, when contradictions are detected, the detection of exactly which h,. Ftheses led to - *

the contradiction and the retraction of some of the hypotheses introduced.

The statement of the puzzle is as followvs:

Freeman knows five women: Ada, Bea, Cvd, Deb and Eve. The women are in two aoe brackets
three women are under 30 and two women are over 30. Two women are teachers anrd the ot-h
er three women are secretaries. Ada and Cvd! are in the same ace bracket. De ) and 1--,e are :-
different age brackets. Bea and Eve have the same occupation. Cyd and Deb have (kirr:.~...**

*cupations. Of the five women. Freeman wx-ll marr% the teacher over 3'). %Vh,. WJ! F-ree.,17..
marrv

To use SNei3R to solve this puzzle, the propositions referenced in the puzzle stzteme,-:* hz:%t t> - 0

be represented in the network. What follows is a description of every propostior. re: erenicedJ

in the puzzle's statement. The numbers associated with the wffs relate to the number of the

node that represents the wff in the network. The wifs are described in a lancuaive coiled w
SNePSLOG [McKay and Martins 811 which is a logic programming interface to SNePS. Asser- . ~-

tions and rules written in SNePSLOG are stored as structures in the SNePS network: S.\elS-

LOG queries are translated into top-down deduction requests to S.NeBR. output from SNeBR is

translated into SNePSLOG formula-s.

There are five women, Ada, Bea, Cyd, Deb, and Eve.

wiT I Womat( Ada)

wiT f2 Woman(Bea) f

* wiT3 Woman(Cyd)

wff4 : Woman(Deb)

wiT f5 :Woman( Eve)

A. .1 -P



*Cow W-1

*The women are in two age brackets: three women are under 30 (wi.,f 12) and two women are

over 30 (wfl 8S). It is implicit in the statement of the puzzle that every woman is either under%

30 or over 30 (wff 27).

wif 12: ,W (age( Adau30).age(Bea3).age(Cdu3Xage(Debu3).age(Eveu30)Y' . J
%p

wif 18: 5W2(age( Adao30).age( Beao30),age(Cydo3O),age( Debo30).age( Eveo30))0

Two women are teachers (wfF33) and the other three women are secretaries (-wiff39). The the

in the previous sentence conveys the information that no woman is both a teacher and a secre-

tary, represented by wff4S.

wiff33: ,, wdrker(Adatzeacher),worker( Bea4 eacher ),worker(Cvdreacher),
work er', Dehbreacher),worker( Eve teacher))

wiff39: 0( work er( Evesecretary),worker(Debsecret ary),worke Cydsecret ary),
worker(Beasecretary)worker( Ada,sec ret a r))

wif 48 :V(x)W'oman(x) -9V(workerxsecrezary)wvorkerxieacher))

Ada and Cvd are in the same age bracket (wff 53).

%-fF53 V(x) 1 01 (age( Ada -x),age(Cvdx))

Deb and Eve are in different age brackets.0

wff 58 : (X)2 01(age(Debx)oge(Evex))

51%Vith this proposition we can see the advantag'e of the SNePS connectives. With the standard connectives this
*proposition Aouid have to be expressed in the following wa:(-ag'eiAda.u-.1('i A -a&ea.u-30) A a&C *vd~u -3o) A0

age(Deb~u-30) A age(Eve.u-30))v ( -age(Ada.u -30) A age(Bca~u-30) A -age(C'.d.u-30) A age(Deb.u-30) A

age(Eve~u -30))v -(ag6 A da~u-30) A age(Bea,U-30) A age(Cyd,u-30) A -agt(Deb.ui-30) A age(Eve.u-30N)
-age(Ada.u - 31 A agCBe-.-3f) A age'C~d.u-3[1' A age(Deb.u-3flj A -agt'Eve.u-KW)> (age(Ada.L-30) A

-age(Be.u-.3(O A -age(CVdu-3()J A age(Deb.u-30) A age(Eve~u-30))v *(age(Ada.u-3o) A -agt4Bea.u -30) A

age(Cvd~u-3()) A -age(Deb~u -30) A age(Eve.u-3C))v (age(Ada~u-_10) A -age(Bea~u-30) A age(CVd.L -30) A

age(D)eb.L-_4i A -ag&e4e.u-30))v (age(Ada~u-3&) A age(Bea.u-Y1)) A -agefC -vd,u-v A -age-(t)eb.u -30) A%

-wage(Eve.u -30))v (age(Adai.u-30) A age(Bea,u-,10) A -age(ClId.u-3( A apeIDeb.U-.VP A -ag6Fve.u-30))'.
(age(.Aj .u -3(- z igeB.L-3('! A aVC(Cd.L-30) A -ageUDtb.u-30) A-aeEeu3

1.52

% %



Bea and Eve have the same occupation.

wff63 V'(x) 0 (worker(Beax)worker( Evex))
2 1 1.'t. e P

Cyd and Deb have different occupations.

wffbS V(x) 2, 1 (~orker(Cydx),worker( Debx))

Exactlv one woman over 30 is a teacher.

0 0

wif 79: s)01 ( ,)Aage(AdaO3),worker( Adateacher)). ,.'

2>X age(Beao30).worker(Bea-leacier-)),

2)0(,(age(Cvd~o30),worker<Cvd~reacher)),

2 XX(2(age(Deb,o30)uworked Deb.teacher)).

2 XX (age(Eveo30)worker(Eve.teacher)))

Freeman will marry the teacher over 30.

w-ff 88 :V(X) 2 0O (lmarrv( Freeman),XX('Kage( x.o30 ).uorkerdxteacher)))

Using the propositions described above, we build into the network the hy-potheses

represented in Figure 15.

wffb: 5)( (wif 5.wff 4,wff 3,wff 2,wff 1) 1hyp.{wff 6) J)

wif 89 : I 2
2 (wff 88.u~ff 79.wff 68,uwff 63.u'ff 5S,uwff 53,wff 48,ulff 39.wff 33,

wif 27,wff 18.wff 12) 1 hypA-{wff89) 0 {)'.

Figure 15
Hypotheses representing the puzzle's statement

The hypothesis represented by wff6 states that there are five women and names those w omen.

and the by pothesis represented by wkff89 asserts all the specific information pertaining to these . ,.
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wmnand their relationship with Freeman.

To solve the puzzle, we raise hypotheses about the ages and professions of the women

and ask S~eBR to deduce whom Freeman will marrv under those assumptions.5- If the

hypotheses raised are consistent with the puzzle's statement the desired answer will be

returned; otherwise, a contradiction will be detected, and SNeBR will guide us in selecting new

hypotheses.

wif 13 age(Adao30) Ihyp,{wvff 131 ,1.

wihfiS1 age(Cyd,o30) Ihvp.{w-ff 15} J)

w ff2 8 wor ker( Adaj eac he -) Ih y p.{wkff2S .8

w,,ff 31 worker(Debjzeacher) 1 hvp,iwff 31 A0

Figure 16
Hypotheses raiseJ

Suppose that we raise the hypotheses represented in Figure 16. These hypotheses specify 0

which women are supposed to be over 30 and which women are supposed to be teachers. All

these hypotheses plus the hypotheses shown in Figure 15 wAere built into the network.

Suppose that we ask who Freeman will marry in the BS defined by the context jwff6,

wffl13, wiffi1, wff 2S, xff 31 and wff 89). We present next some of the results generated fol-

lowing this query.

521t should be noticed that specif'.ing the ages of the two women over & completelN determines the ages of the
five women and that specifsving the names of the two women who are teacrie-s, complettlN determines the profession of
tfle rive women.
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let me trv to use the rule V(x),O (marrv(Freemanx),,JQ (age~x~o30).worker~xtzeacher)))'

Figure 17
Who will Freeman marrv"

In the RS under consideration, there is no assertion about who Freeman will marry, but

wiff88 may enable its deduction. SNeBR sets up two sub-goals. finding who is over 30 and

finding who is a teacher (Figure 18).

I wonder if age~x~o3())
holds within the BS defined bv the context (wff3l w,,ff2S wifi 15Nff 13 wff 89 %-ff6)

I know age(Cvd,o3o)

I knowv age(Adao30)

I wonder if worked~xjeacher)
holds within the BS defined by the context (wff 31 wff 28 wiff1 wffl13 wff 89 wff 6).....

I kno.w u'orker-Debjeacher)

I know zvorker(.Adatzeacher)

Figure IS
Add and Cvd are over 30
Ada and Deb are teacher,,

since work er(Adalzeache7) and age(Adao3O)

I infer mar rv.4'reeman-Ada)

Figure 19

Freeman will marrv Ado

Figure 19, show~s S.NeBR's deduction that Freeman will marrv Adai. The inference does

not stop here, howvever, since there are several processes still waiting for answers and S.Nellk
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reports inferences as shown in Figure 20.

since age(Adao30) and age(Cydo30) 0

I infer )X00
0(age(Eve.o3O)) * . .

since not age(Eved30)

I infer age(Deb,o30)

Figure 20
Deb is over 30 "

Taking into account the information gathered in Figure 20 a contradiction is detected

(Figure 21). In fact, Figure 20 shows the inference that Deb is over 30. This information is

" supplied to the process working on the rule ,Y({age(Adao30), age(Bea.o30), age(Cvd.o30).

" age(Deb,o30), age(Eve.o30)) which gathers that there are three women who are over 30 (Ada,

Cyd and Deb), which contradicts the rule.

WARNING!
Contradiction detected in the following and-or

5 " 0((age(Ada.o30),age(Bea,o30),age(Cyd,o30),age(Deb,o30),age(Eve,o30))
More true arguments than max.
Arguments in "rong number age(Adao30) age(Cyd,o30) age(Deb,o30)
You have the following options:
1. Continue anyway, knowing that a contradiction is derivable;
2. Re-start the exact same request in a different context which is not inconsistent:
3. Drop the request altogether.
Do you want to continue anyway.
=><= n

Do you want to re-start the request in a new context?
=><= yes

Figure 21 0
A contradiction is detected

.1,

Upon detecting the contradiction SNeBR gives the options of continuing the reasoning -

within the inconsistent belief space, of modifying the current context in order to obtain a con- -

sistent context (and therefor- a consistent BS) or of gving up the request. We decide to restore . ...
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0

* consistency causing the interaction shown in Figures 22 and 23.

In order to make the context consistent x'ou must delete one hypothesis from the set .4
(wif 13 wifi 15w%-f 89)

Do vou want to take a look at wiF13

There are 5 propositions depending on wiff 13 (wkff 97 w-ff16 w,,ff 93 wkff 91 wff90) .
Do you w~ant to look at [alli of them, [skome of them, or [nlonel)
-><= a -

What do vou want to do with wvffl13?
[dilscard f rom the context. [k~ep in the context. [u~ndecided. [qluit this package
=><= d

Do you want to take a look at ifiS 15
* -><= '.

age(Cvd.o30) I hyp,6v%'ff 1 5 M{wf % .f8} k
There are 2 propositions depen-ding on .k-ffi5S (wffl16 wff 91)
Do vou wvant to look at [a~ll of them, [some of them, or [n~one-'
-><= n

What do you want to do with wifiS 15-
[discard from the context. [k~eep in the cortext, juindecided, fqjuit this packape
=><= d

Do you want to take a look at wif 89?
=><= n

There are 8 propositions depending on wiv f 89
(wff 97 wff 95 wivf 16 wff 94 wff 93 vvff 92 wff91 A-ff 90"
Do you want to look at [a]1l of them, [skome of them, or (~n-

What do vou want to do with wk-f 89 '

[d~iscard from the context, [kkeep in the context, [u~ndecided, [qluit this package
P -><c= k

%0

Figure 22
Inspecting the inconsistent set of hypotheses. .

Figure 22 shows the inspection of the hypotheses that are responsible for the contradic-

tion . Notice that although the Current context is the set {wvff 6, wi-f 13, wif 15, wff 28, ;xff 31,

9,if 89), only the hypotheses represented by wif 13. wif 15, and wif 89 were used in the deriva- -

tion of the contradiction, and thus the,, art! the only one,, that must be changed in order to
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restore consistency, i.e., the only ones whose change may restore consistency. It should be

further noticed that SWM guarantees that removing exactly one of them will generate a set .

i
that is not known to be inconsistent. We keep the hypothesis concerning the statement of the e.e-4.

puzzle (wff 89) and discard the hypotheses concerning the women's ages (wff 13 and wff 15).

We also enter new hypotheses concerning the women's ages (Figure 23).

The followinp (not known to be inconsistent) set of hvr)thees was also part of the -

context where the contradiction was derived: (",ff3l wff2S wtf()-
Do you want to inspect or discard some of them'
=><= n

Do you want to add some new hypotheses'
=-><= \.* '% ''""e

Enter an hypothesis using SNePSLOG
=><= age(Bea.o30)

you want to enter another hypothesis"
=><= " 0
Enter an hypothesis using SNePSLOG
=><= age(Debo30)
Do you -,ant to enter another hypothesis"
=><= n

Figure 23
Adding new hypotheses

After resol'ing the contrad :tion, the inferences resumes (Figures 24 and 25. In this

case there are no further contradictions detected and SNeBR reports lt,. ree,: x marry"

-•' Deb and will not marry Ada. Bea, Cvd or Eve. -

00
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I wonder if marrNKFreeman.who)
holds within the BS defined bv the con tex t (wi-f 14 wif 16 Nkffb6 wff 28 wff 31 wff 89) -

I know age(Debo30)

I know age(Bea,o30)

I know worker( Deb.reacher)

I know worker(Adajeacher)

Figure 24 S
Resuming the deduction

since VA,2 a ge(Debco30),worker( Deb~zeac her))

I infer marrXFreemanDeb)

Figure 25 1
Freeman will marry Deb

Some of the propositions returned are shown in Figure 26. It should be noticed that there are

two wavs of deducing the second wif of Figure 26 and thus it has two supports, one for each

of the possible derivations.

marry(Freeman.Deb) iext,{wffl16,wff 3l,wAff 89" Jfwff I 3,wff 15)1p

1 X0((marrXFreeman,Eve))
Iext,{wff 16,wff 3l,wff 891 J(Nwff I 3,w,%ff I 5)
ext,{wff I3.wff 28,wff 891 M({wff Is)

Figure 26
Some of the nodes returned
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9. Concluding Remarks

In this paper, we discussed an important class of Al programs, belief revision systems. ,.. ,:.

Belief revision is important whenever reasoning is performed with a knowledge base that may S

contain contradictory information. Beief revision systems are capable of considering only part

of the knowledge base (the set of believed propositions), perform inferences from this set, and,

if a contradiction is detected, replace this set by another one (change their beliefs), disregard- -.

Ing every proposition that does not belong to the new set. To obtain this behavior, belief revi- "- '4..

sion systems have to maintain a record of where each proposition in the knowledge base came

from. We discussed the two ways of keeping these records, corresponding to assumption-based -.

and justification-based systems. We evaluated both approaches, concluding that the

assumption-based approach presents several advantages over the justification-based one.

In order to build a robust assumption-based belief revision system, we developed a for-

malism that associates each proposition in the knowledge base with the smallest set of

hypotheses used in its derivation. We presented a logic (SWM) loosely based on relevance logic

that captures the notion of propositional dependency and is able to deal with contradictions.

. SVM associates two sets with each proposition: the origin set contains every hypothesis used in

the derivation of the proposition; the restriction set contains those sets of hypotheses that are

incompatible with the proposition's origin set.

SWM's rules of URS and -1 handle contradictions. Upon detection of a contradiction and

identification of the hypotheses contained in the origin sets of the contradictory propositions as

an inconsistent set, the rule of URS has the effect of recording the inconsistent set in the res-

triction set of every proposition depending on hypotheses from this set. The rule of -I allows

the derivation of new propositions from the occurrence of a contradiction.

Each proposition generated by the rules of inference of SWM.\ has a minima: restriction

P( set, in the sense that restriction sets are free from some kinds of redundancies. Each such pro-

position has a maximal restriction set in the sense that its restriction set records all inconsistent
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sets known so far. Every proposition with the same origin set has the same restriction set,

reflecting the fact that restriction sets are both minimal and maximal.

We defined the behavior of an abstract program based on SWM, the Multiple Belief Rea- • ..-

soner (MBR). In MBR, a coraexi is any set of hypotheses. A context determines a belief space' .

(BS), which is the set of all propositions whose origin set is contained in the context. In other ,.*''\

words, a BS contains all the propositions that depend exclusively on the hypotheses defining

the context. Given anv context, the only propositions whose truth value is known are those .-

propositions that belong to the BS defined by the context. The truth value of all the other pro-

positions is unknown. By a proposition havin an unknown truth value, we mean that in"

order to compute its truth value one has to carry out further deduction, and i may even be

possible that its truth value is not computable from the hypotheses under consideration. At
3 0

anv moment, the only propositions that are believed (and thus retrievable from the knowledge

base) are the ones that belong to the BS under consideration.

We discussed the applicability, in MBR, of the rules of inference of SW\M that deal with

contradictions: when a contradiction is found and only one of the contradictory propositions

belongs to the BS under consideration, then URS must be applied, recording the contradiction,

and -1 is not applicable. If both contradictory propositions belong to the BS under considera-

tion, then URS must be applied, and -I should be applied if one decides to get rid of the con-

tradiction.

When a contradiction is detected in the BS under consideration, and, after selecting some I S

hypotheses (or just one hypothesis) as the culprit for the contradiction. when one is faced with

the problem of making inaccessible to the belief revision system all the propozitions that were

previously derived from such hypotheses, all one has to do in MBR is remove the selected 0 0

hypotheses from the context under consideration. Afterwards, all the propositions derived

from the selected hypotheses are no longer in the BS under consideration and consequently are

not retrievable by the deduction system.
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* We discussed, SNeBR, a particular implementation of MBR using SNePS. Finally, wve

*presented the output produced by S.NeBR when trying to find the solution of a puzzle. Our

example shows that, after detection of a contradiction, S.NeBR allow, the identification of

*exactly which hypotheses contributed to the contradiction and allows the inspection of the A" .

consequences of removing each one of those hypotheses. Furthermore, the SWAM formalism

that underlies S.Ncl3R. guarazntees that the removal of exactiv one of those 1hvypoheses (n:o

matter which) produces a context that is not known to be inconsistent. .-

16



* 0

10. Acknowledgments

Mans' thanks to John Corcoran, Jon Dovle, Donald MIcKav, Ernesto Morgado. J. Terry

Nutter, William J. Rapaport and members of the SNePS Research Group for their criticisms and

suggestions.

This wvork was partially supported by the National Science Foundation under Grant

MCS8O-0631 4 and by the Instituto Nacional de lnvestipacdo Cientifica (Portugal l under- Grant

No. 20536, Preparation of this paper was supported in part by the Air Force Systems Coin-

mand, Rome Air Development Center. Griffiss Air Force- Base, Newk York 1344 l-57U0., and the 0

Air Force Office of IScientific Research. Be4Iling AFB DC 20332 under contract No. F3t602-85-

C-{)3.

1 E



11. References --

Anderson A. and Belnap N,. Entailment: The Logic of Relevance and Necessity Vol.1,
Princeton University Press, 1975.

Charniak, E.. Riesbeck C. and McDermott D., Artificial Intelligence Programming.
Lawx.rence Eribaum Associates 1980.

e0
de Kleer J, -Choices wvithout Bdcktracking". Proc. AAAI-84. pp. 79-85.

Dovle J., **Truth Maintenance SYstems for Problem Solving", Technical Repr! AI-T-419. \1as
sachussets Institute of Technology. Al Lab., 1978

Doyle J. "A Truth Maintenance System". Artificial Intelligence. V0l.12 \,o.3. pp.231-2"2,
* 1979.

Dovle J.. "A mode: for Deliberation. Action and Introspection". P~h.D. DissertzatlM. Technlc& !
* Report No.581. Nlassachuss ets Institute of Technology, Al Lab, 198().

* Dovle J.. "Some Theories of Reasoned Assumptions- An Essay in Rational Psycholocv". Depar,,
ment of Computer Science. Carnegie-Mellon U~niversity, 1982.

* Doyle J., "The Ins and (Outs of Reason Maintenance", Proc. UJCM-83. pp.349-351.

Doyle J. and 1Londei P1......% selected descriptor-indexed bibliograph\. to the Lteratule o! cle!:
* Revision", SIGART Newsletter 71, pp.7-23, 1980.

* Fahlman S., "A Plannincv System for Robot Construction Tasks-. Artificial Intelligence.
* Vol.5, no. 1, pp.] -49 . 1974.

Fikes R., "Deductive Retrieval Mechan-isms for State Description Mo~del,," Proc. IJCAI-75.
pp.9 9 -10 6.

Fikes R. and Nils r. N.. -STRIPS: A New. Approach to the Applikaion ,,Io'Ilheorern Plroving t
Problem Solving", Artificial Intelligence. Vol.2. Nu.3-4. pp.lSQ)-20S, 19,1.

Fitch F., Symbolic Logic: An Introduction, Ronald Press, 1Q52.

*Goodwin J. XV. "A Improved Algorithm for Non-Monotonic Dependency Net Lpdate". Research
Report ~iTll-MAT-R-82-23, Software Systems Research Center, Linkoping Institute of
Technology, Sweden. August 1982.

Goodw in JA.. -WATSO: .A Dependency Directed Inference SYstemn". Proc. Non-Monotonic0
Reasoning Workshop, pp.103-114. 1984.

Haack S., Philosophy of Logics, Cambridge liniversitv Press. 197S.

Haves P.J.. "The I-rame Problem and Related Problems in .Artificial Intelliicence . in Artificial -

and Human Thinking. Elithorn and Jones (eds.), pp.45-59. Joss;ev iss In,_. 1973.

%U



Hewitt C., "Description and Theoretical Analysis of PLANNER: A Language for Proving
Theorems and Manipulating Models in a Robot", Technical Report TR-258, Mas-
sachussets Institute of Technology, 1972. "'

Kaplan R., "A Multi-procesing Approach to Natural Language", Proc. National Computer
Conference, pp.435-440, 1973.

Lemmon EJ. Beginning Logic, Hackett Publishing Company, 178.

London P., "Dependency Networks as Representation for Modellin, in General Problem 0
Solvers", Ph.D. Dissertation, Technical Report 698, Department of Computer Science,
University of Marvland. 1978.

Maida A. and Shapiro S.. "Intensional Concepts in Propositional Semantic Networks", Cogni-
tive Science, Vol.6. No.4. pp.2 9 1 -3 3 0 , 1982.

Martins J.. "Reasoning in Multiple Belief Saces-, Ph.D. D:sserta :ion. Techn:cJ] Retort 20"
Department of Computer Science, State University of Ne\\' York at Buffalo, 19S3.

Martins J., "Belief Revision", in Encyclopedia of Artificial Intelligence. Shapiro ted.), John
Wiiev and Sons. forthcoming.

Martins J. and Shapiro S., "Reasoning in Multiple Belief Spaces", Proc. IJCAI-83. pp.3 7 0-373.

Martins J. and Shapiro S.. "A Model for Belief Revision", Proc. Non-Monotonic Reasoning
Workshop, pp.241-294. American Association for Artificial lntellience, 1984.

Martins J. and Shapiro S., "A Logic for Belief Revision", forthcomin-.

McAllester D., "A Three-valued Truth Maintenance System", Technical Report Memo 473, Mas-
sacussets Institute of Technology, Al Lab., 1978.

McAllester D.. "An Outlook on Truth-Maintenance", Al Memo 551. Massachusse:s Institute of
Technology. Al Lab., 1980.

McCarthy J. and Haves P. "Some Philosophical Problems from thtc Stand,int of Artificial
Intelligence", in Machine Intelligence 4, Meltzer and Michie (eds.), pp.463-502,
Edinburgh University Press. 1969. .-. ,

McDermott D., "Contexts and Data Dependencies: A Synthesis", Department of Computer Sci-
ence, Yale University, 1982.

McDermott D.. "Data Dependencies on Inequalities" , Proc. AAAI-83, pp.26b-26 0 .

McDermott 1). and Sumsman G., "The CONNIVER Reference Manual", Technical Report Memo S
259, Massachussets Institute of Technology. 1972.

McKay D and Martins J., "Provisional SNePSLOG User's Manual", SNeRO Technical Note 4,
Department of Computer Science, State University of New York at Buffalo, 1981.

McKav D. and Shapiro S.. "MULTI - A LISP Based Multiprocessing System". Proc. 1980 LISP
Conference. pp.29 37.

165 """.",,

. °... 
. . . . . ...

r' J• ° ,° -o . •, - ° ° -o o o -° •° • . . . , . •,, °. . . .. .° . ° - • . . . . . •74° . ..d



0

Raphael B, Trhe Frame Problem in Problem Solving Systems", in Artificial Intelligence and S'

Heuristic Programming. Findler and Meltzer (eds.), pp.15 9 -169 , American Elsevier,

Rulifson .1, Derksen J. and Wkaldinger R, "QA4: A Procedural Calculus for In*. itive Reason- ~-
ing", Technical Report Note 73, SRI International, 1972. .-

Saks V., "A Matcher for Intensional Semantic Networks", unpublished manuscript, Department
of Computer Science, State University of New York at Buffalo, 1985.

Shapiro S.. "Representing and Locating Deduction Rules in a Semantic Network", in Proc.
-okso or. pattern -Directed Inference Systems. SIGART Nwlte63 p1-18,

1977.

Shapiro S.. "The S~ePS Semantic Network Processing System", in Associative Networks.
I-indler (eWu.) pp.1 7 9 -2 03 , Academic Press, 1979a.Z

Shapiro S., "Using Non-standard Connectives and Quantifiers for Representing Deduction Rules
in a Semantic \etWOrk", presented at "Current Aspects of Al Research", a seminar
held at the Elecziotechnical Laboratory. Tokyo. August 27-28, 1979b.

Shapiro S., Martins J. and McKay D, "Bi-Directional Inference-, Proc. of the Fourth Annual
Conference of the Cognitive Science Society. pp.9 0 -93. 1982.

*Shapiro S. and Wand M., "The Relevance of Relevance", Technical Report No.46, Computer Sci-
ence Department. Indiana University, 1976.

*Shrobe E.. "Dependency -directed Reasoning in the Analysis of Programs which Modify Coinm-. -.

* plex Data Structures", Proc. UCAI-79, pp.829-S35.

Stailman R. and Sussman G,. "Forward Reasoning and Dependency -Directed Backtracking in a
System for Computer-Aided Circuit Analysis", Artificial Intelligence, %ol.9, No.2.
pp.135-196, 1977.

Sussman GI., Winograd T. and Charniak E_ "MIC}RO-PLANNER Reference Mlanual". Technical
kexrt Memno 203. Massachussets Institute of 1(47c. 1Q~.

Summers CG., Test your Logic, Dover Publications, 1972.

Thompson A., "Network Truth -Maintenance for Deduction and Modelling'. Proc. UCAJ-79,
pp.87 7 -879.

WVand M.. "The I-rarme Model (it Computation', Technk±j',pc1 i 2w Computer Sc-ience
Department. Indiana Lniversit\., Indiana. 1974..

1 F 6

%0

-A62



Appendix 1: Theorems about the SWM System

In this appendix we present some of the properties of the SIAN system. A

%

Theorem 1: Given the supported wffs A I t a.oa ra and B I t b'ob'rb then the supported wk-if C

t C.03 Ob./Aarrb} {oob}) has a minimal RS, regardless of whether or not A and B have

minimal RSs.

Proof: Suppose by way of contradiction that given A t. 3.10a r aand B th .c,.r tht p

supported wiff C it oao u(14r r } 1Oaob)) Jaes not have a minim.,'- I>

entails that one of the follow-ino tw.o cases holds:

L. 3rEA(rr}{,oob ) :rrio auo b

2. 3rsE4aira r } {o~ob 1)rcs.

Suppose that condition I holds. Since rEaz(r .rbl.oa.%}) w-e car, inier L.

rE-4rur 0auO ), which, due to the way 4 was defined. onrd twid. 5

that rrio uo )sc.a b

Suppose that condition 2 holds. Since rsE~1ir~ r } oa o we can inter t~ab ab

rSEa('$4r ur o UO )) wvhich, due to the w-ay cr was defined. contradicts zli-a b' a b

fact that rcs.

Therefore C t coa uoW,44 (r o J o-) has minimal R~S. E

Theorem 2: Given the supported wffs A I t a' 0a JR 1, 1 R n and B tI~o.%r b then C

t c 0 a o'(o a0ob ) has minimal RS.

Proof: Suppose that oa -0 411 Taking into account that C

to- a-0 n0 (o aC is the sme s C t t -b. rs(Il.......rs(II) {I}

~i-I} the statement of this theorem follows from Theorem 1. En
0

Theorem 3: If A is an inconsistent set then s,, is an%- set wrntainincv A.

167

% %



- ,. --.

Proof: The proof pesented is based on the fact that a proof of B from {A . An

is a sequence of lines, the first n of which are A1 . An and the last of which is

B. Each line between A n and B is obtained from the previous lines) by the apph-

cation of some rule of inference and is justified by R(L .L,) in which R represents

some rule of inference and (LIL 2 ) are the line numbers of the parent wffs.

Suppose that A=1P1  P n and let rI(LIW.L 1 2) r 2 (LI.L-) ..... rk(LklLk2)

represent the sequence of applications of rules of inference to the (ordered) set A

(and to the wffs derived from them) to generate a --. Suppxe that AcB and

B - A 8 cir. therefore, be written as the lolll-.vinko ordered set (in
wk hi, , tte ,der of ,. S is irrelevant) P=tS.. .,P . P 1. Then. lettin-

V n

- -. t: : 1,,lo kin, sequence of rules of inierenv r -"

r 11 ..... r I " ' I describes a derivation o! zi -.- from B. ,
K2 

.- 
1.1k2

Corollarv 3.1 1: A i no, known to be inconsistent then neither is anv set contained in A.

Proof. S~ppv)se by way" of .ontradiction that A is not known to be inconsistent and

that BcA is known to be inconsistent. By the Theorem 3, A is known to be incon-

sisten:, w h:,h is a cor-adiction. -

Theorem 4: Al] thv uprvrted wffs in the knowledge base resulting from the application of

the rules of miterence o the SWM system have minimal RSs.

Proof: The proof \ill be done by complete induction on the number of applications

of rules ot inierenc-.

I)

.. The on~v supported wffs which can be obtained by applvin one rule of inference

"" only, are hvpothe-,s and the rule of Hyvp guarantee-, that they have minimal RS'. %..,.,-,-

Suppose now, by' induction hypothesis, that all the- supported wAffs obtained by the_-"--w@,

,;" ~application of less than n rules of inference have minimal RSs. We will have to .

pro\e that the suppOrted wif obtamned hb the application o! n rules, Ot InterenLe ha."

•. -.. -.*."
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* minimal RSs as well.

The supported wiff is obtained by the application of either -.E, AE. vi. 31, or3E

then it has the same OS and RS as the parent supported wi-f and consequently has

minimal RS.

2. The supported wif is obtained by the application of either \111, MT, Al, yE, or YE.

then bv The-nrem. I we may c'nclude that it has minimal RS.

*3. The supported w~ff is obtained by the application of -.I. or V1 then bv Theorem 2 wve

can conclude that it has minimal RS.

*4. The supported wff is obtained by -1I. We will show, that a supported %kFi obtained

using the seconJ pairt of the rule of -1 has minimal RS (to show, that a supported

wifl obtained usinp the first part of the rule of -1 has minimal kS as well it suffices

to take o =o.)=O in the proof that follows). Consider A t 1 1 1 Iand -A t2,.o.,,r 2.

For (H1  H n . nc(o I UO2 the second part of the rule of -1 allowvs us to deduce

(.A. . . All n ext, o UO.,(Oa UOb - H . . . . . H To show. that this supported

wif has minimal RS let us suppose that it is obtained in two steps: first, deduce

AA-'A ext. o uo2 ,zir.r,o 1 o, ): second, from the above supported wff deduce

-HIA.. AH) ext. o U6o2 -{H 1 .  H n)( aLJ UO .........
1J]n ).by Theorem 2

this supported wi-f has minimal RS.

5. The supported wivf is obtained by UPS. We wvill consider two sub-cases:

a. The supported wif results from updating the RS of an hypothesis. Suppose

that the supported wik-f is obtained by updating 11 hvp,11flY. We know that

prior to updating IH has minimal RS. W e want to showx that HIt.

hypA,HkuLi~o ouo20-00l}} verifies the followvinv conditions: -. 2

2. Vrst Tf Rui(o1 Ly)d-01 rcs.

Condition I hold,, sinLe Vrt . nll(- (bet ore the update It had minimal R1.)
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and ((~o J- HHfl r) (H) 0 (by definition). Condition 2 is verified by

definition of ar.
0

b. The Supported wif results from updating the RS of a supported wif whose OT '~

is either "der" or "ext". Suppose that the supported wif is obtained by updat-

ing F It.oR (tohyp). We want to sho-wk that F! t~o,cr(Rui(o Uol)-o}) verifies

the following two conditions:

1. VrE cdRui(o uo )-o)) rrc='2.

2. Vr.sE cr-(Ru{(o 1 u2)-o)) rr-s.

Suppose by way of contradiction that condition I does not hold. Since F 'L,o.R

has minimal RS wve know that VrER. rrxo=C. therebv k~o uo2 -ru . which

0is a contradiction, therefore condition I hold,;. Condition 2 follows from the 0

definition of c,.

* Therefore all the supported wffs in the knowledge base resultinF from the application of the

rules of inference of the SWM,% systemn have minimal RS. Z 0

Lemma 1: Given n supported vvffs F1 CTV 1 , 1 . . . . . F t o r then the sets R =Ailr1

,r n}, . 0 n })and R 2 =AA{,i',... r j},OF ... o})) AL({r- .  T n ~i'1 onl,

1 .
0n D) ~nlare equal.

Proof: Suppose by way of contradiction that R1 ;tR 1 . This means that either

3ER such that r9R2 or that 3rER 2 such that rl R % e will consider each of.

these cases in turn:

1. Suppose that T-ER 1 and that r9R2 . Suppose furthermore that r was originated from .-

* a se t s, ie.. r--s-(ou .. UO) and suppose that sEr. Letti ng O=o u .. .uon we

have that r--s-0. The fact that r belongs to R , means that Vr k E~..r }ITn and

Tk ;r -'(3 uEr u-Ocs-O). Since r,9R 2 the set s %vas deleted either by one of the

folloc'winz applications of the operation P_ 4 p(r r.{c .rj4R' or tiir ~
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r .- .-. ,.'...?.

J} ... O)R", or else s was deleted by" {R',R"}o 1 . o}).

a. Suppose that s was deletr while creating the se: R' (if s was deleted while 0

creating the set R- the reasoning would be similar) this means that r .. .V . ..%,'% %,

I: a!,. r-eans that 3 rqTEr I . . . . . r I such that 3p :r p-(o u .u..
qq 1

UC Ic . - uo) Thereiore p-Ocs-() w,,.hih is a contradiction. -

.- , ".'.a: '.&.a , de~e• te W ,..: .reotinv k. i.e., -ithei s-I .,.u ... , R. ' or

, ,-A either cast. ;I means that 3-r u........r anu

2. Su - t :u x .haat - R( .c-,uppse Zur:L :erm .Ih.. " - s ated h, ."

set . --......t A .- ( Sin. ri k this 7n" " : :k I ...-.

u-( ,cs-,). Since rEk,. it means that " "a" r,,t deleted ,. Lie 're,.inc'he se'. P

and P\. nor was it -eeted k) %k t - Aill eX3MIne Lonsequen~es o!

ea Ih of these two cases: W

a. Suppose that both and rk bc-on, t 'n': ' 1 ... T r r sa-

that they both belonp to ir ..... T hen. sinLe S was no: dtle,ed whiie

creating R' it means that [u-() 1 U . . . uo d]c:s-! aU ... Ix K. ov. i u isnot

deleted by the application cf p whitl. creates R'. hen both u-() and s-() will

be considered while creating R., and s-() will be d'eletd b\ th apica::on of

p./ which is a contradiction: if u is deleted while creating R' then 3T ... "

,r} such that 3pE r : p-(o u .. . uo )cu-(o u .. uo , meaning that both
q

p-((u . .. uo) and s-(o u . .. uo) belong to R' and therefore s wkill be

deleted by the application of p which creates R. which is a contradiction. •

b. Suppose that r and r do not both belong to one f rr I.. and r"

rnI. Then s would be deleted by the application of u which creates R,. .

--which is a contradiction.

Therefore R =R')  .

1. 7 o1. ..
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, Lemma 2: Given two supported wffs with the same OS, if their RS was obtained exclusively

by successive applications of the u operation then the supported wffs have the same RS as

well.

Proof: It follo s directly from Lemma 1.

Theorem 5: In the knowledge base resulting from the application of the rules of inference of

the SWM system, if two supported wffs have the same (S then tiev have the same RS as

well.

Proof: The proof will be done by complete induction on the number of applications

of rules of inference.

The only supported wffs which can be obtained by appl%'ino one rule of inference

only are hypotheses and since the rule of hyp guarantees that their OS is unique 0

the theorem is verified.

Suppose, by induction hypothesis, that all the supported wffs obtained by the appli-

cation of less than n rules of inference verify the conditions of the theorem. We

will have to show that the supported wff obtained by the application of the n-th

rule of inference also satisfies the statement of the theorem. We will group the .

rules of inference of SWM according to the type of OS and RS they produce and 0

will discuss the OS and RS of the supported wff produced by the application of

such type of rule.

1. Creation of new OSs (hyp). The rule of hyp creates a supported wff with a

new (OS. The assumnption behind the application of this rule is that there is no

supported wff in the knowledge base with such OS and therefore this sup-
0

ported wff satisfies the conditions of the theorem. -.

2. Change in RS only (URS). Upon detection of an inconsistent set, X, this rule ...

chances the RS of every supported wif whose OS is not dis oint from X.

17"
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Every supported wff F t,oR such that Xrr*0 is replaced by F I -

t,ocr(Ru,- }). If prior the application of this rule all the supported wvffs

with the same OS had the same RS the same condition will be verified after S

the application of the rule since the RS's of supported wffs with the same OS

are affected in the same way. An important point to note is that &Ru{X-o})

= ,(Ru(x-o},o) and thus the RS of the resulting supported wffs are the same

as if the p operation had been applied.

3. No change in OS nor RS (-E, AI(part 1), AE, v1, 31, 3E). The application of one

of these rules creates a new supported wff whose OS and RS are the same as

the OS and RS of a previous supported wff, therefore, by the induction

hypotheses the statement of the theorem is verified.

4. The OS is the union of the OSs of the parent wffs (MP, MT, Al(part 2). yE.

VE). Using one of these rules, if we combine F1 t0,o ,r1 and F2 I t2,o,,r2 we

obtain F3 I t3 ,oauo,{r1 ,rT2 },{O o0}). Lemma 2 guarantees that, if only "

operations had been applied to form the RSs of the supported wffs in the

knowledge base, the RS of F3 is the same as the RS of any wff whose OS is

0 U010

5. The resulting OS is one (or several) hypothesis short (-.1, -I, VI). Using one of

these rules, we take one supported wff F I tlVor and create a new supported

Xff F 2  1 t 2 'o-{4 1 . ,Hn},(o-{tI ,  . n ,Hn) recall that

(O)=X{r3hEO:r=rs(h)},{o:3hEO:o=os(h)}) and therefore Lemma 2 guarantees

that, if only a operations had been applied to form the RSs of the supported

wffs in the knowledge base, the statement of the theorem is verified. 0

As a final remark it should be noticed that since the application of a in (2) can be

reduced to an application of A4 the RS of ezerv supported wff in the knowledge base is . -€.

. created by successive applications of the p operation and therefore if two supported wffs 0

172
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in the knowledge base have the same OS they also have the same RS.!Z

0

Corollary 5.1: Every OS has recorded with it every' known inconsistent set. .

Theorem 6: Suppose that C=(H1. ,H n is a context which is not known to be inconsistent. 0

Then, for any two wffs, say A and B, in the BS defined by the coritex: C, we have

*Combine(AXB-true.

Proof: Suppose by way of contradiction that the wffs A t o.r and B th.Ob.Ti

belong to the BS defined by the context C and that Combine(A.B3)false. Since A

and B belonQ to the BS defined by C we have oa CC and obC('. Sn'
S3

Combine(A.B) =false. one of the followking conditions holds:0

1. 3 r~rs(A) :rcos(B): since os(B)ciH1  .. ,H we have that rcil . IH

B,,;B definition of restriction set we know that (oaur)- --. Since OC Al . .

HJ- ) and rciH], J-1 ) we have that (o ur)c{H H ' lI I herel o-e. therz
n I n an1

exists a set ScIH.... .1-1 such that S-..-. By Theorem 3 if] H. I
nF

which contradicts the assumption that C is not k,-now.xn to be inconsistent.

2. 3 rErs(B) :rcos A): the same line of reasoning used in I wvill derive LOP

t ra di c tion.

Therefore Combine(Afl6true. D,

Corollary 6.1: If one uses a context which is not known to be inconsistent then the svstem

* us ng SWM does not need to check for comrbinabiitY between the wffs before the appiication -

of rules of inference.
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Appendix 2 - Relevance Logic

The point of this appendix is to introduce the terminology used by Anderson and Beinap 0

in one of their relevance logic systems and to show how it is used to effectively" block some of

the results, obtainable in classical logic, which Anderson and Belnap consider to be irrelevant

results. Anderson and Belnap's relevance logic was taken as the starting point for developing

the SWM system. The main features of relevance logic used in the SWM system are the .-ay

it keeps track of which hypotheses were used in the derivation of a given wff and the way

0
this is used to restrict the application of certain rules of inference.

Relevance logic was proposed by Anderson and Belnap [Anderson and Belnap 75]. react-

ing against the lack of relevance in classical lo2ic. Among other things, relevance locIc chai-

lenges classical logic with respect to the classical concept of validity: Anderson and Beinap

,. argue that if one proposition entails another, then there must be an element of causality that

relevantly connects them, and, for that reason, they do not recognize as valid some of the argu- A

ments classified as valid by classical logic. In particular, they explicitly deny the so-called

paradoxes of implication: A-.(B-.A),anvthing implies a true proposition: and (AA-A)-B.a con-

tradiction implies anything. To their (semantic) notion of entailment, there corresponds a (svn-

tactic) notion of deducibilitv according to which B is deducible from A only if the derivation

of B genuinely uses, and does not simply take a detour via, A.

We briefly describe how Anderson and Belnap define deducibility in a natural deduction 0

system, the FR system [Anderson and Belnap 75, pp.346-3481 Most of this methodology was

adopted in the SW\M system. A natural deduction system, e.g. [Fitch 52] contains no axioms.

E only rules of inference. The rules of inference of a natural deduction system typically contain:

I. A rule of hypothesis which enables one to gt.t started without the needJ of ax',,ms from

which to begin.

2. Two rules of inference for each logical symbol called the introduction and elimination

rules. The introduction rule tells how to introduce an occurrence of the logical symbl"
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(logical symbols are either logical connectives or quantifiers) and is wnrtten crl, 'a' being

the logical symbol. The elimination rule tells how to eliminate an occurrence of the sym-
.- '-b-

bol and is written aE.
"V % %

A proof is defined to be a nested set of subproofs. A subproof is a list of well-formed for- "'

mulas (wffs) and/or subproofs. Each wff is contained in a subproof. Subproofs are initiated

every time a new hypothesis is introduced (which can be done at any point) and terminated

when the hypothesis is discharged. There is one outermost subproof, called "categorical", in

which no hypotheses are assumed, and the remaining subproofs are called "hypothetical". S

Theorems are wffs in the categorical subproof.

In the FR system, to ensure that B is deducible from A only if A is used in the deriva-

tion of B, Anderson and Belnap restrict the classical rules of natural deduction, as follows:

1. Within a deduction, each wff is associated with a set containing references to all the

hypotheses that were really used in its derivation. This corresponds to the Origin Set

(OS) in the S\IV system. We denote the fact that A is a ,kiff with OS a by writing A,a.

2. The rules of inference are stated taking OSs into account, blocking what are considered to

be irrelevant applications o' the rules, which are allowed in classical logic.

In the FR s'stem, whenever a new hypothesis is introduced, it is associated with a sin-

gleton OS whose element is an identifier that never appeared before in the proof53. The rules of

inference of the FR system are stated so that all the wffs derived using a particular hypothesis 0

will have its identifier in their OS. Theorems are wffs with empty OS. When a rule of infer-

ence is applied, the resulting wff is associated with an OS that is either the union of the OSs of

the parent wffs. the OS of the parent wff(s), or the set difference of the OSs of the parent wffs.

To give an idea of ho\k the ()Ss can be formed, we will elaborate on two rules, -land A]. , -' -A

5-'Rele'ance , so teCm . I usx .tura: .. umh.,s as elements of the 0- . ,
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The rule of -1 states that if A is a hypothesis with OS {KB is a derived wi'f with OS

au~ik} (meaning that A was genuinely used in the derivation of B). and they are both in the 0

same subproof. then one can deduce A -B (in the subproof immediately containing the subproof

initiated by the introduction of the hypothesis A) and associate this new. wif with the OS a. -

This rule is schematically presented in Figure A2.1. Notice that A-B does not depend on

hypothesis A. This 1-, the reason for the se- difference operation performed or, the OS of B to

obtain the OS of A -B.. 4

mn AAOk Hyp

n B.,Ui K~
A A-B.ci -.l(mn)

Figure A2.1
FR system's -1

The rule of Al states that if A and B are wffs with the same OS, then one can deduce

AAB and associate it w,,ith that ()S. This rule is represented in Figure A2.2.

m A~r 0

n BC -

rAAB.cx AlI(m,n)

Figure A2.2
FR system's Al

*This rule may seem too- strongly stated, but it must be so in order to restrict the gratuitou-

introduction of irrelevancies. Suppose that Al allowed the conjlunction of wtis wvith different

OSs, resultin2 in a wff w,,hose OS was the union of the OSs of the parent %,wflsf
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I A3 1) H-Ip - .

2 BA B2) Hyp

3 A,{1}I Reit (1) .

4 B.(21 Rep (2)
5 AAB,{l,2) A I(3A4)?
6 A,{l.2) AE (5)
7 IB-.AJI1 MP (2.6)
8 A -(B.AM,{I MP (1,7)

Figure A2.3
"Proof" in the FR system ".

Figure A2.3 shows how we could introduce irrelevancies in the system. The tipplication of AL_

%to the wif in line 5, which resulted from such a Use Of Al, allows the hypothesis o' line 2 to
5%

*be "smuggled into" the OS of A (line 6), thereby allowing the "proof' of A -(B -A), one of the0

paradoxes of implication. The proof makes use of some rules of inference wvhich have not been

-discussed, namely Ret, Rep. AE and MIP (for a description of these rules refer to [Martins 83]). 7
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The SNePS Semantic Network Processing System is a semantic network language with facili-
ties for building semantic networks to represent virtually any kind of information, retrieving
information from them, and performing inference with them. Users can interact with SNePS
in a variety of interface languages, including a LISP-like user language a menu-based screen- .0
oriented editor, a graphics-oi-iented editor, a higher-order-logic language, I-nd an extendible frag-
ment of Enplish. -

This article discusses the syntax and semantics for SNePS considered as an intensional
knowl]edge- represen ta tion system and provides examples of uses of SNePS for cognitive model- ?

ing, data-base management, pattern recognition, expert systems, belief revision, and computa-
tional linguistics.

7This is a draft of a chapter forthcoming in Gorden McCalla and Nick Cercone,
Knowledge Represeralion (Berlin: Springer-Verlag).
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SNePS CONSIDERED AS A FULLY INTENSIONAL PROPOSITIONAL SEMANTIC NETWORK

Stuart C. Shapiro and William J. Rapaport
.p.. .

Department of Computer Science
University at Buffalo

State University of New York • '...

Buffalo, NY 14260

1. INTRODUCTION.

A semantic network is a data structure typically consisting of labeled nodes and labeled, directed arcs
The SNePS Semantic Network Processing System (Shapiro 1979a) can be viewed as a semantic %.et-
work language with facilities for (1) building semantic networks to represent virtually any kind of
information or knowledge, (2) retrieving information from them, and (3) performing inference with
them. (For a definition of SNePS as an abstract data type. see Morgado. forthcoming.) The user can
interact with SNePS in a variety of interface languages, including: SNePSUL, a LISP-like SNePS User -"-

Language; SENECA, a menu-based, screen-oriented editor: GINSENG. a graphics-oriented editor; SNePS-
LOG, a higher-order-logic language (in the sense in which PROLOG is a first-order-logic language)
(McKay and Martins 1981; Shapiro, McKa,; et al. 1981), and an extendible fragment of English, using
an ATN parsing and generating grammar (Shapiro 1982).

SNePS is the desi-endent of SAMENLAQ (Shapiro. Woodmansee. and Kreuger 1968: Shapiro and
Woodmansee 1969) and MENTAL (Shapiro 1971a, 1971b). It was developed with the help of the
Semantic Network Research Group at Indiana University and at the University at Buffalo. The
current version is implemented in Franz LISP and runs on VAX 11/750s and 780s in the )epartment
of Computer Science at Buffalo. An earlier version was implemented in ALISP on a CDC Cyber 730,

and there are installations at other universities in the U.S. and Europe.'

2. INTENSIONAL KNOWLEDGE REPRESENTATION.

SNePS can be used to represent propositions about entities in the world having properties and standing
in relations. Roughly, nodes represent the propositions, entities, properties, and relations, while the S
arcs represent structural links between these. Thus, SNePS can be treated as a programming language
whose main data structure is the semantic network (just as LISP's main data structure is the list), as a
very powerful relational database management system with inferencing, or as an expert system shell.
Examples of such uses of SNePS will be presented in Section 4. , ,

The entities represented by the nodes in these uses will usually be extensional. Roughly, exten-
sional entities are those whose "identity conditions" (the conditions for deciding when "two" of them - , .
are really the "same") do not depend on their manner of representation. Alternatively, they may be
characterized as those entities satisfying the following rough principle:

Two extensional entities are equivalent (for some purpose) if and only if they are identical ., .. .--

(i.e. if and only if "they" are really one entity, not two).

This research was supported in part by SUNY Buffalo Research Development Fund grant 01S09216-F (Rapaport) and in
part by the Air Force S'stems Command, Rome Air Development Center. Griffi& Air Force Base, New York 134-41-5700. and the
Air Force Office of Scientific Research, Boiling AFB DC 20332 under contract No. F30602-85C-0()8 (Shapiro). \ke wish to thank
Michael Almeida. James Geler, Joio Martins. Jeannette Neal. Sargur N. Srihari: Jennifer Suchin. and i-higang ,iang for supplying
us with descriptions of their projects and Randall R. [)ipert and the members of SNeRG (the SNePS Research Group) for com-
ments an discussion.
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For example, the following are extensional:

the Fregean referent of an expression;
physical objects;
sentences;
truth values; 'I---

mathematical objects such as:
sets,
functions defined in terms of their input-output behavior (i.e., as sets of ordered pairs), .
n -place relations defined in terms of sets of ordered n -tuples.

% SNePS nodes can also be used to represent mental entities. If used in this way, SNePS nodes must -' --

represent inzensionzd entities. Roughly, intensional entities are those whose identity conditions do

depend on their manner of representation. Alternatively, they are those entities that satisfy the fol-

lowing rough principle:-

Two intensional entities might be equivalent (for some purpose) without being identical
(i.e., they might really be two, not one).

For example, the following are intensional:

the Freoean sense of an expression;
concepts;
propositions:
properties:
algorithms;
objects of thought, including:

fictional entities (such as Sherlock Holmes),
non-existents (such as the golden mountain), e

impossible objects (such as the round square)

In some cases, the importance of being able to represent such things is clear; in other cases,
perhaps less so. Using SNePS to represent extensional entities in the world does not preclude it from

representing intensional entities. Indeed, we believe that it Must represent intensional entities. Nor
does using SNePS to represent the relations between a mind and the world preclude it from represent-

ing extensional entities. Indeed, t: represent the relations, it would have to represent extensional enti- -

ties (cf. Rapaport 1976, 1978; McCarthy 1979).

However, if SNePS is going to be used just to represent a mind-that is, a mind's model of the
world-then it does not need to represent any extensional objects. SNePS can then be used either to
model the mind of a particular cognitive agent or to build such a mind-i.e, to be a cognitive agent
itself. For the sake of clarity, we refer to this agent as CASSIE (the Cognitive Agent of the SNePS

System-an I ntelligent Entity).

There have been a number of arguments presented in both the Al and philosophical literature in
the past few years for the need for intensional entities. Among them, the following consideiations
seem to us to be especially significant:*"1

2 Alternativelv. intensional entities may be characterized as satisfying the following five criteria: (I They are non -

substitutible in referentiall\ opaque contexts. (2) They can be indeterminate v.ith respect to some properties. (3) They need not

exist. (4) They need not be possble. (5) They can be distinguished even tf they are necessarilv ideniiczl ke.g. the sum of 2 and 2- "

and the sum of 3 and I are distinct objects of thought). 6
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(Principle of Fine-Grained Representation)

The objects of thought (i.e., intent ional objects) are intensional: a mind can have tw, o or more
objects of thought that correspond to only one extensional obect.

To take the classic example, the Morning Star and the Evening Star might be distinct objects of
thought, vet there is only one extensional object (viz., a certain astronomical body) corresponding to
them.

(Principle of Displacement) , "-'

Cognitive agents can think and talk about non-existents: a mind can have an object of thought
that corresponds to no extensional object.

Again to take several classic examples. cognitive agents can think and talk about fictional objects such
as Santa Claus, possible but non-existing objects such as a golden mountain, impossible obiects such as a
round square, and possible but not-yet-proven-to-exist ob cts such as theoretical entities (e.g. black 0
holes). (For other arguments, see: Castafieda 1972; Woods 1975; Rapaport 1976, 1985a, and forthcom-
ing; Brachman 1977; Routley 1979, cf. kapaport 1984a; Parsons 1980, cf. Rapaport 1985b.)

If nodes only represent intensions (and extensional entities are not represented in the network),
hey, do they link up to the external, extensional world" One answer is by means of a LEX arc (see
(Syn•l) and (Sem.I ), below): The nodes at the head of the LEX arc are our (the user's) interpretation
of the node at its tall. The network without the LEX arcs and their head-nodes displays the structure 0
of CASSIE's mind (cf. Carnap 1928. Sect. 14).

Another answer is by means of sensor- and effectors, either linguistic or robotc. The robotic sor"
has been discussed in Maida and Shapiro 1982. Since so many Al understanding systems deal
exclusively with language, here we consider a system with a keyboard as its sense organ and a CRT
screen as its only effector. .

Since the language system interacts with the outside world only through language, the only,
questions we can consider about the connections of its concepts with reality are questions such as: .

Does it use words as we do?
When it uses word w, does it mean the same thing as when I use it?,
When I use word w, does it understand what I mean"

The perceptual system of the language system is its parser/analyzer-the programs that analyze
typed utterances and build pieces of semantic network. The motor system is the generator-the pro-
grams that analyze a section of the semantic network and construct an utterance to be displa,ed on
the CRT. One crucial requirement for an adequate connection with the world is simple consistency of
input-output behavior. That is, a phrase that is analyzed to refer to a particular node should con-
sistently refer to that node, at least while there is no change in the network. Similarly, if the system
generates a certain phrase to describe the concept represented by a node, it should be capable of generat-
ing that same phrase for that same node, as long as nothing in the network changes. Notice that it is
unreasonable to require that if a phrase is generated to describe a node, the analyzer should be able to
find the node from the phrase: The system might know of several brown dogs and describe one as "a
brown dog"; it could not be expected to find that node as the representation of "a brown dog" con-
sistentlv.

If we are assured of the simple input-output consistency of the system, the main question left is . .
whether it uses words to mean the same thing as we do. It is the same question that we would be - - -

concerned with if we were talking with a blind invalid, although in that case we would assume the
answer was 'Yes' until the conversation grew so biz.zare that we were forced to change our minds. As
the system (or the invalid) uttered more and more sentences using a particular word or phrase, we 0
would become more and more convinced that it meant what we would mean by it. or tha, it meant
what we might have described with a difierent word or phrase (")hl When you sy 'conceptual . -
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dependency structure', you mean what I mean when I say 'semantic network'."), or else that we didn't .
know what was meant, or that it was not using it in a consistent, meaningful way (and hence that ''-'

the system (or invalid) did not know what it was talking about). As long as the conversation
proceeds without our getting into the latter situation, the system has all the connections with reahty
it needs. 0

In the next section, we offer our interpretation of a particular use of SNePS in terms of a philo- "-
sophical theory of mental entities inspired by Alexius Meinong's Theory of Objects. Briefly, SNePS A
nodes will be taken as representing the objects of thought and SNePS arcs will be taken as representing .*..,

the internal structuring of these objects with their external relations and properties.

*" 3. DESCRIPTION OF SNePS. S

Information is represented in SNePS by means of nodes and arcs. Since the meaning of a node is deter- -

mined by what it is connected to in the network, there are no isolated nodes. Nodes that only have -

arcs pointing to them are considered to be unstructured or atomic. They include:
(Al) sensory nodes, which-when SNePS is being used to model a mind-represent interfaces with

the external world (in the examples that follow, they will represent words, sounds, orlutter- •
ances);

(A2) base nodes, which represent individual concepts and propertie;

(A3) variable nodes, which represent arbitrary individuals (cf. Fine 1983) or arbitrary proposi-
tions.

Molecular nodes, which have arcs emanating from them, include:
(kl) structured individual nodes, which represent structured individual concepts or properties (i.e..

concepts and properties represented in such a way that their internal structure is exhibited);
(M2) structured proposition nodes, which represent propositions; those with no incoming arcs

represent beliefs of the system. 1 (Note that structured proposition nodes can also be con- 0
sidered to be structured individuals.) Proposition nodes are either atomic (representing atomic
propositions) or are rule nodes. Rule nodes represent deduction rules and are used by SNIP,
the SNePS I nference Package, for node-based deductive inference. (For details, see Shapiro
1977, 1978: McKay and Shapiro 1980, 1981; Shapiro and McKay 1980: Shapiro, Martins, and
McKav 1982; and Martins and Shapiro 1983.)

For each of the three categories of molecular nodes (structured individuals, atomic propositions, and
rules), there are constant nodes of that category and pattern nodes of that category representing arbi-
trarv entities of that category. SNePS satisfies the follovk mo:

(Uniqueness Principle)

There is a one-to-one correspondence between nodes and represented concepts. 4

This principle guarantees that nodes represent intensional objects.

There are a few built-in arc labels, used mostly for rule nodes. All other arc labels are defined
by the user, typically at the beginning of an interaction with SNePS (though new labels can be defined
at any time). Paths of arcs can also be defined, allowing for path -based inference, including property ,

3 There is a need to distinguish between structured proosition nodes with no icrmng arcs and structured individual
nodes with no incoming arms: the latter, of course, are not behefs of the svstem. There L, also a need to distinguish between be- '-'

elirs of the svstem and thoe propoitions that the s5stem is merely contemplating or -assuring temporariisy Mc. Meinong 1910).
We are currently adding this capabitht to SNePS b\ means of an assertion operator C r)..'-"'

In Maida and Shapiro 1982: 291. this name was given to only half of the Principle as stated here: 'each concept . "
represented in the networi. is represented b% a unique node.
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inheritance within generalization hierarchies (see below; cf. Shapiro 1978. Srihari 19S1, and Tranchel•
1982).

3.1. CASSIE-A Model of a Min.-

Since most arcs are user-defined, perhaps the best way of explaining the syntax and semantics of SNePS

is by example. Accordingly, we shall describe the way in which we have been using SNePS to build a

model of the mind of the cognitive agent, CASSIE. Using Brachman's (1979) terminology, insofar as

SNePS is a semantic network system at the logical level and can thus be used to define one at the

.- epistemological or conceptual level, CASSIE is SNePS being used at a conceptual level. -

As described in Maida and Shapiro 1982 and Rapaport 1985a and forthcoming, the nodes
" represent the objects of CASSIE's thoughts-the things she thinks about, the properties and relations

with which she characterizes them, her beliefs, her judgments. etc. It is an important fact, expressed--
by the Principle of Displacement, that a cognitive agent is abie to think about virtuallv anything,
including fictional obiects, possible but non-existing objects, and impossible objects. Thus, any theory
that would account for this fact must be embedded in a non-standard logic, and its semantics cannot be
limited to merely pssibLe worlds. Theories based on the Theory of Objects of the turn -of -the-centur%
Austrian philosopher-psychologist Alexius Meinong are of precisely this kind. (For details, see:

* Neinong 190-4: Findlav 1963; Rapaport 1976, 1978. 1981. 1982; Castafieda 1972. 1975abc, 1977, 1970-
and Tomberlin 1984; Routley 1979. cf. Rapaport 1984a: Parsons 19SO, cf. Rapaport 1985b Lambert

* 1983. cf. kapaport 1984c: Zalta 1983.) 6

For present purposes. it will be enough to say that Meinong held that psychological experierces
consi-st (in p-r-) of a psychological act (such as thinking, believing. judging, wishing. etc.) and the

*",. object to which the act is directed (e.g., the object that is thought about or the proposition that is
believed). Two kinds of Meinongian objects of thought are relevant for us:

21 (1 The obiectum. or obect of "simple" thoughts: Santa Claus is the ob)ectum of John's act of
thinking of Santa Claus. Objecta are the meanings of noun phrases.

2. 'he objective, or object of behef, knowledge, etc- that S anta Claus is thin is the objective of

4.. John's act of believing that Santa Claus is thin. Obectives are the meanings of sentences and
other sentential structures; they may be thought of as propositions.

It is ,mporTant to note that objecta need not exist and that ob.ectixes need not be true.

We apologize for this somewhat arcane terminology. But ve want to distinguish between the

oblects of such acts as believing and the objcts of such acts as thinking-of (or the components of such
acts as believing); the actual arc labels are irrelevant. Moreover. it i, important to note that not only
are all represented things intens ional, but that they are all objects of CASSIE's mental acts; i.e. tnev .

are all in CASSIE's mind (her "belief space")--they are all intentional. Thus, even if CASSIE
* represents the beliefs of someone else (e.g, John's belief that Lucy is rich, as in the conversation in the

* next section), the obects that she repiesents as being in that person's mind (as being in his "belief

space") are actually CASSIE's representations of those objects-i.e_ they are in CASSIE's mind.

3.2. A Conversation with CASSIE.

* Before presenting the arc-labels that we employ in representing CASSIE's -mind". it wxill prove usefu'
to consider a typical interaction with her. An ATN parser'generator (Shapiro 19'2) is rng useo t,

parse the English input into SNePS. and SNePS structures into English. (User input is or the lie-

beginning with the '-prompt; CASSIF's output s on the lines :hat cllo% J.

* (: young Lucy petted a yellow dog)

I understand that young Lucy petted a yellow do-
exe,: 3.70 seL g ): ).(X se
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* :what is yellow)",. ".,-
[ a dog is yellow .

exec: 2.06 sec gc: 0.00 sec !-,%'_ __

* :dogs are animals) :.- .'
I understand that dogs are animals .. ..
exec: 1.63 sec gc: 0.00 sec-.

--.

* :who etted an animal) '."= '

young Lucy petted a yellow dog
exec: 3.90 sec gc: 0.00 sec .

* :Lucy is sweet),-.-"
I understand that young Lucy is sweet .
exec: 2.26 sec gc: 0.00 sec -... ,,,

:Lucy is a girl)

I understand that sweet young Lucy is a girl % .

exec: 2.41 sec gc: 0.00 sec " -"

* (:girls are people)
i understand that girls are peoples
exec: 1.61 sec gc: 0.00 sec

pha wa:uc s swetet) vapesn

a yellow dog was petted b sweet young Lucyyis sweet

exec: 4.26 sec gc: 0.00 sec

(:the dog is named Rover)
I understand that Rover is a yellow dog
exec: 2.40 sec gc: 3.25 sec

" '.X-

* (:what was petted by a person)
a yellow Rover was petted by sweet young Lucy
exec: 4.31 sec gc: 0.00 sec

J (: J believes that Lucy is ric )

I understand that John believes that Luc is rich
exec: 4.70 sec gc: 0.00 sec

* (:who is rich) by a"person)

I don't know.
exec: 158 sec gc: 0.00 sec ":. .

yellwho is sweet) byswetyongLu

young Lucy is sweet -...-
exec: 2.10 sec gc: 0.00 sec

* (: John believes that Lucy is old) "-.'
I understand that John believes that rich Lucy is old-
exec: 4.71 sec gc: 0.00 sec .-

* (: won is a bo )
y understand that John is a bo

exec: 1.95 sec gc: 3.46 sec
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(:boys are people) " "

I understand that boys are people
exec: 1.60 sec gc: 0.00 sec

* dogs are pets)
4.,, ,.-'-,,1

I understand that dogs are pets
exec: 1.63 sec gc: 0.00 sec %

* (: for every p and d if p is a person and d is a pet then p loves d)
1 understand that for every d and p, if p is a person
and %

d is a pet 
% V , .

then p loves d ..

exec: 6.13 sec gc: 0.00 sec . -,

* (: who loves a pet) .

sweet young Lucy loves yellow Rover
and %
John loves yellow Rover ,- , ,
exec: 8.86 sec gc: 3.68 sec '*

3.3. Syntax and Semantics of SNePS.

In this section, we give a more formal presentation of the nodes and arcs used in this interaction,
together with some other important ones. (We return to a more detailed examination of the interac- ',,,
tion in the next section.) What we present here is our current model; we make no claims to complete-" .
ness of the representational scheme. In particular, we leave for another paper a discussion of such
structured individuals as the golden mountain or the round square, which raise difficult and important
problems with predication and existence (for a discussion of these issues, see Rapaport 1985a and forth-
coming). We begin with a few definitions.5

(Definition 1) •

A node donunazes another node if there is a path of directed arcs from the first node to the -'--
second node.

(Definition 2) .,* ".,.

A pattern node is a node that dominates a variable node. S

(Definition 3),.

An individual node is either a base node, a variable node, or a structured constant or pattern
individual node. 4.%,p'p

(Definition 4) 0

A proposition node is either a structured proposition node or an atomic variable node -.-. '.-.
representing an arbitrary proposition. " " "

These are actuajl'. onri. routn definitions; the interested reader is referred to Shapiro 19714a. Sect. 2.1. for more precise ones.
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(Svn.1) If "w" is a(n English) word and -'is an identifir not previusly used, then .

is a network, w is a sensory node, and i is a structured individual node.

(Semi1) i is the Mleinongian objectumn corresponding to the utterance of w.

(Syn.2) If either "*t " and "t 2" are identifiers not previously used, or "t (is an identifier not previously
used and 12~ is a temporal node, then :..

0
%-% %

EFORE

is a network and t1 and t2 are temporal nodes, i.e. individual nodes representing times.

(Sem.2) t1 and t 2 are Meinongian objecta corresponding to two times, the former occurring before the
latter. (We do not distinguish time points from time intervals, because we feel that, concep-
tually. a time point is just an interval during which nothing happens, so whether a temporal
node represents a point or an interval depends on what is attached to the node in the net-

* ~~work; cf. Almeida, forthcoming.) .,

* (Syn.3) If i is an individual node, and "in is an identifier not previously used, then

GO

is a network and m is a structured proposition node.

(Sem.3) m is the Meinongian objective corresponding to the proposition that i Ls CASSIE's self-concept.
(U would be expressed by CASSIE as "I".) *,..
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(Syn.4) If i and j are individual nodes, and "in is an identifier not previously used, then

EQL'I ' UIV

is a network and mn is a structured proposition node.

(Sern.4) m is the Meinongian objective corresponding to the proposition that Meinongian objecta i and
j (are believed by CASSIE to) correspond to the same actual object. (Cf. Rapaport 1978,
1984b and Castafieda 1972. 1975b for analyses of this sort of relation, and Maida and Shapiro
1982 for a discussion of its use.) .,

(Syn.5) If i and j are individual nodes and "m is an identifier not previously used, then0

OBJEC7rU% ROPERTY

* is a network and m is a structured proposition node. '

* (Sem.5) m is the Meinongian objective corresponding to the proposition that i has the property j.

(Syn.6) If i and j are individual nodes and "m " is an identifier not previously used, then.

M0

0 CETU, ROPER-NM

is a network and m is a structured proposition node.

(Sern.6) m is the Meinongian objective corresponding to the proposition that Meinongian objecturn i's
* proper name is j. (j is the Meinongian objectumn that is i's proper name; its expression in En-

glish is represented by a node at the head of a LEX-arc emanating from j.)

(Syn.7) If i and j are individual nodes and "mn " is an identifier not previously used, then vi

m
MEMBE LASS

is a network and m is a Structured Proposition node.

(Sem.7) m is the Meinongian objective corresponding to the proposition that i is a (member of class) j. %R

%
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(Syn.8) If i and j are individual nodes and "m is an identifier not previously used. then

SUBCLA UPERCLASS V4"'

is a network and m is a structured proposition node.

(Sem.8) m is the Meinongian objective corresponding to the proposition that (the class of) is are (a
.5,,- ~subclass of the class of) js.* ,.

(Syn.9) If ' 1  2 , 3 are individual nodes, £i I t 2 are temporal nodes, and -m" is an identifier not previ-
ously used, then *.

p BEFORE

S m

STI M\E Z ETIME '..

m

AGENT PATIENT
ACT

Q'2 a
is a network and m is a structured proposition node.

(Sem.9) m is the Meinongian objective corresponding to the proposition that agent i1 performs act i 2 to
or on i3 starting at time t and ending at time t 2, where t I is beforet

It should be noted that the ETIME and STIME arcs are optional and can be part of any proposition
node. (They are a provisional technique for handling tensed verbs, our current research on temporal
representation is much more complex and is discussed in Section 4.7, below.)

V1.-~
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(Syn.10) If m, is a proposition node, i is an individual node, j is the (structured individual) node.. .. -. i

with a LEX arc to the node, believe, and "M" is an identifier not previously used, then .

*, , . ,
M 2

% % %W. _

AGENT OBJECTIVE
ACT.'. -

0 ,
)%

believe ]* ..-.... ,

is a network and nz is a structured proposition node.

(Sem.l0) m 2 is the Meinongian objective corresponding to the proposition that agent i believes proposi-
tion m.

- .N . .

Three special cases of (Syn.l0) that are of interest concern de re, de dicao, and de se beliefs; they are -- . --

illustrated in Figures 1-3. (For details, see Rapaport and Shapiro 1984, Rapaport 1984b.) • -

(Syn.11) If m, .  L, are proposition nodes (n >0), "i" and "j" are integers b t:ween 0 and n, in-
clusive, and "r" is an identifier not previously used, then

" ,,. ,* .,

I S
/" .MIN MAX ._ ""''

M 0

S % .

", .- "

is a network, and r is a rule node.

. -'..'-- -
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2' M

OBJECTUMPROPER-NAME<E PROPERTY

Figure 1. m3 is the Meinongian objective corresponding to the proposition that agent
i , believes de re of objecturn i., (who is believed by CASSIE to be named i4 ) that it has
the property i5~.

N
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ACT.
M 3

2- %

OBJECTUMPROPER-NAME

Figure 2. M 4 is the Meinongian objective corresponding to the proposition that agent
i, believes de dicto that objectum i., (who is believed by If, to be named i 4 ) has the
property i,.
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(Sem.11) r is the Meinongian objective corresponding to the proposition that there is a relevant con-
nection between propositions m ,.. m,~ such that at least i and at most j of them are
simultaneously true.

(Syn.12) If m 1 . m, are proposition' nodes (n 5 0), 'i" is an integer between 0 and n, inclusive, ~ '

and -r" is an identifier not previously used, then

THRES*

m 1

is a network, and r is a rule node.

(Sem.12) r is the Meinongian objective corresponding to the proposition that there is a relevant con-
nection between propositions m .m. such that either fewer than i of them are true or -. -.

they all are true.

(Svn.13) If a 1.-an,C 1 ,. . cj,and dl,. . ,d are proposition nodes(n 2! 1; j,k :0; j + k i)

-i-is an integer between 1 and n, inclusive, and "r " is an identifier not previously used,
then

&ANT C

&ANT CO CO DCO

.

a~~~~l .... .... C ...

is a network, and r is a rule node. 0
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(Sem.13) r is the Meinongian objective corresponding to the proposition that the conjunction of any i
of the propositions a,,. .. ,a, relevantly implies each c, (1 :5 1 : j ) and relevantly implies
each d, 0~ 5 1 : k) for which there is not a better reason to believe it is false.

(S yn. 14) 1If a . a,, c . c j, and d 1. d a re p ropos it ion n odes; (n, j, k 0), and "r" is an 0
identifier not previously used, then e*

&ANT DCQ

&ANT CO CO DCQ S

nA k

is a network, and r is a rule node.

(Se m. 14) r is the Meinongian objective corresponding to the proposition that the conjunction of the
propositions a 1 ,... a. relevantly implies each c, (0 !1 5 j ) and relevantly implies each '

d,~ (I : k ) for which there is not a better reason to believe it is false.0

The di are default consequences, in the sense that each is implied only if it is neither the case that *7
CASSIE already believes not d, nor that not di follows from non-default rules.

(Svn.l5) if a1 .  a.,,c,. ,cj, and d 1,.d), are proposition nodes
( 1:J k 0; j+ k 1). and "r" is an identifier not previously used, then '.--

r0

ANT DCO

ANT CO CO DCO

a ..... a C C d .....

* is a network, and r is a rule node.
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(Sem.15) r is the Meinongian objective corresponding to the proposition that any ai, I S i S n,
relevantly implies each c¢ (1 -- 1 j) and relevantly implies each d, (1 S I < k) for which
there is not a better reason to believe it is false.

(Syn.16) If m is a proposition node, and "r" is an identifier not previously used, then

•" 

%

A •

is a network, and r is a rule node.

(Sem.16) r is the Meinongian objective corresponding to the proposition that there is no good reason
for believing proposition m.

(Syn.17) If r is a rule node as specified by (Syn.9)-(Syn.16), and r dominates variable nodes
V ... v , and, in addition, arcs labeled "AVB" go from r to each vi, then r is a quantified

rule node. .-

(Sem.1 7) r is the Meinongian objective corresponding to the proposition that the rule that would be 0 .
expressed by r without the AVB arcs holds after replacing each vi by any Meinongian object
in its range.

(Syn.18) If r is a rule node as specified by (Svn.9)-(Svn.16), and r dominates variable nodes
v. ..... v, and, in addition, arcs labeled "EVB" go from r to each vi, then r is a quantified ".

rule node.

(Sem.l 8) r is the Meinongian objective corresponding to the proposition that the rule that would be .

expressed by r without the EVB arcs holds after replacing each vi by some Meinongian object
in its range.
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(Svn.19) If a1 ..... a,. and c are proposition nodes; v, .  vi are variable nodes dominated by one or
more of a , a,. ,c; "i•, "j", and an" are integers (0 - i 5< j n); and r" is an identifier

not previously used; then

".-.N -

ETOT,,

r0
/&ANT[_.-.,5

Goa

is a network, and r is a rule node.

(Sem.19) r is the Meinongian objective corresponding to the proposition that, of the n sequences of
Meinongian objects which, when substituted for the sequence v, .... vi, make all the ai be-
lieved propositions, between i and j of them also satisfy c. (For further details on such nu-
merical quantifiers, see Shapiro 1979b.)

4' 3.4. The Conversation with CASSIE, Revisited.

In this section, we shall review the conversation we had with CASSIE, showing the network struc-
ture as it is built-i.e., showing the structure of CASSIE's mind as she is given information and as she
infers new information. (Comments are preceded by a dash.)

(: young Lucy petted a yellow dog)
I understand that young Lucy petted a yellow dog . -""-'

- CASSIE is told something, which she now believes. Her entire belief structure is shown in Fig- ., ,
ure 4a. The node labeled "now" represents the current time, so the petting is clearly represented . - e.
as being in the past. CASSIE's response is "I understand that" appended to her English description
of the proposition just entered.

, (: what is yellow)

a dog is yellow

- This response shows that CASSIE actually has some beliefs; she did not just parrot back the 0
above sentence.

• (: dogs are animals)

I understand that dogs are animals

-- CASSIE is told a mall section of a class hierarchy.
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young Lucy petted a yellow dog s. .r

-- CASSIE ran answer the question using the class hierarchy, because, prior to the conversation, the •
inheritance rule , V,. .

(def -path class (compose class (kstar (compose subclass- superclass)))) .. ,€,,..

was given to SNePS. This rule says that the CLASS arc is implied by the path consisting of a -'+k,
class arc followed by zero or more occurrences of the two-arc path consisting of the converse I L f

SUBCLASS arc followed by the SUPERCLASS arc (see Shapiro 1978, Snihari 1981). The dog was •
called "a yellow dog" rather than "a yellow animal" because the redundant CLASS arc is not .,. y.
built. Figure 4b shows the current state of CASSIE's belief structure about the dog's classification..e,..
and olor.- -

" (: Luc is sweet) im

y understand that young Lucy is swee"
-- CASSIE's response shows that she identifies this Lucy with the previous Lucy. ,coveratonth

* :Lucy is a girl) -.-.-. ',
I understand that sweet young Lucy is a girl

- The beginning of a class hierarchy for Lucy. Notice that all the adjectival propertes of Lucy are

mentioned. .'

" :girls are people)'"-""",
w understand that girls are people sa'ateLSa iimi byhphc iinoa

c fyMore of the class hierarchy is given.rs

,. * (:what was petted by a person) :,
a yellow dog was petted by sweet young Lucy ac(eShio98. hri11)Tedgw

Again the proposition is retrieved using the CLASS inberitance rule.dundantCLAS arcisno

:the dog is named Rover)

I understand that Rover is a yellow dog.,-.-,,
lT.he dog' refers to the only dog CASSIE knows about, who is now given a name. . . :.

* (: what was petted by a person)

yellow Rover was petted by sweet young Lucy is sweet

-- This is exactly the same question that was asked before. It is answered differently this time, be-
cause the dog now has a name and CASSIE prefers to describe an individual by its name when it

has one.." '..-

* (:John believes that Lucy is rich).
I understand that John believes that Lucy is rich

- At this point in our development f CASSIE, she interprets 'believes that' contexts to be de dicto.
so she assume rls are a different one from the Lucy that shepeople
knows. Figure 4c shows CASSIe s beliefs about the two Lucies

Aa t p oo s re s tC ie n r

* (: the.dog s named Rover

I udestad hatRoeris yllo dg

- h do' rfer totheonlydogCASIE now abut, ho s nw gvena nme.- ..- . %"

what was.petted.-y, person

yeliow %" ,% M.
t

• ' . '. Roe.aspte by swee young . Lucy".. -. -. o. ". . -. °. . --. - -• -.-. . . . .
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CLASS

Figure 4b. CASSIE's belief structure about the dog's classification and color. S

(Node rnl2 represents the dog.).
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* (: who is rich)

1 don't know. .. % ,.

CASSIE knows no one who is rich. She only believes that John believes that someone (whom
he believes to be named 'Lucy') is rich. The answer is 'I don't know', rather than 'no one is rich',
because CASSIE doesn't use the closed-world hypothesis.

(: who is sweet) '. " ,. ,
young Lucy is sweet

- This question is asked merely to demonstrate that Lucy is able to answer a "who is <property>" 0
question when she has relevant beliefs.

(: John believes that Lucy is old)

I understand that John believes that rich Lucy is old Ii. .

- Even though CASSIE assumes that John knows a different Luc, than she knows, she assumes
that all John's beliefs about "lucv" are about the same lucv. 0

* (: John is a boy)
I understand that John is a boy

- This and the next two inputs are given to establish more of the class hierarchy and to make it
clear that when CASSIE answers the last question of this session, she is doir., Ibth path-based .-.-..- '
reasoning and node-based reasoning at the same time. | •

* (: boys are people)

I understand that boys are people

(:dogs are pets)
I understand that dogs are pets 

P

* (: for every p and d if p is a person and d is a pet then p loves d)

I understand that for every d and p, if p is a person
and

d is a pet . ." .-
Sthen p loves d

Figure 4d shows how this node-based rule fits into the class hierarchy. This is, we believe. -' -""

equivalent to the integrated TBox/ABox mechanism proposed for KRYPTON (Brachman et al. .. •
1983, Brachman et al. 1985).

* (: who loves a pet) .

sweet young Lucy loves yellow Rover
and
John loves yellow Rover

- The question was answered using path-based inferencing to deduce that Lucy and John are peo-
ple and that Rover is a pet, and node-based inferencing to conclude that, therefore, Lucy and John
love Rover. •

The full network showing CASSIF's state of mind at the end of the conversation is given in Figure 4e.

4. EXTENSIONS AND APPLICATIONS OF SNePS. 0

In this essay, we have been advocating the use and interpretation of SNePS networks to model (the ... '
beliefs of) a cognitive agent. SNeI&S, however, is of much wider and more general applicability. In
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Figure 4d. A node-based rule in a class hierarchy.
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this section. we give examples of recent and current research projects using SNePS in belief-revision, as
a data-base management system, for developing several expert systems, and for representing temporal .
information in narratives. Even though most of these uses of SNePS do not explicitly involve a cogni- S
tive agent, nevertheless, in each case the asserted nodes can be treated as "beliefs" of the system:
beliefs about the data base, beliefs about the various domains of the expert systems, beliefs about
linguistics, etc.

4.1. SNePS as a Data-Base Management System. ,

SNePS can be used as a network version of a relational database in which every element of the rela-
tional database is represented by an atomic node, each row of each relation is represented by a molecu-
lar node, and each column label (attribute) is represented by an arc label. Whenever a row r has an
element e in column c, the molecular node representing r has an arc labeled c pointing to the atomic -

node representing e. Relations (tables) may be distinguished by either of two techniques, depending on, ... ,e
the particular relations and attributes in the relational database. If each relation has an attribute that 0
does not occur in any other relation, then the presence of an arc labeled with that attribute determines
the relationship represented by the molecular node. A review of the syntax of the CASSIE networks
will show that this technique is used there. The other technique is to give every molecular node an
additional arc (perhaps labeled "RELATION") pointing to an atomic node whose identifier is the name
of the relation. Tables 1-4 show the Supplier-Part-Project database of Date (1981: 114). Notice that .-

the SNAME and STATUS attributes only occur in the SUPPLIER relation; PNAME, COLOR, and 0
WEIGHT only oczur in the PART relation; JNAME only occurs in the PROJECT' relation; and QTY
only occurs in the SPJ relation. Figure 5 shows the SNePS network for part of this database.

Many database retrieval requests may be formulated using the find command of SNePSUL, the '

SNePS User's Language. The syntax of find is (find rI n, ... r,, am), where ri is either an arc or a .. -
path, and ni is either a node or a set of nodes (possibly the value of a nested call to find). The value
of a call to find is the set of all nodes in the network with an r, arc to any node in the set n , an r,
arc to any node in the set n 2.  and an r,. arc to any node in the set n,. Free variables are prefixed
by "I". An infix "-" between finds represents the set difference operator.

The session below shows some of the queries from Date (1981: 141-2) translated into find com-
mands, and the results on the database shown above. (In each interaction, comments are preceded by
semicolons, user input follows the '*'-prompt, and SNePS responses are on succeeding lines.)

Get full details of all projects in Londo..
(dump (find jname 'x city London)) -'

(m18 (city (London)) (jname (tape)) (jnum (j7) S
(m16 (city (London)) (jname (collator)) (jnum (35))(dumped) , ".

exec: 0.10 sec gc: 0.00 sec

Get SNUM values for suppliers who supply prcect J wit. : i F1
(find snum (find jnum ji pnum p1))(s;) .na,,. ,n j.u, n.. ,e.

exec: 0.06 sec gc. O.CO sec

Get JNAME values for projects supplied by supplier S,.
(fi.nd (jnax.e jnuz. jnutr cnu I]"--

(console sorter)
exec7 0.10 sec gc 0.00 sec
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Table 1: SUPPLIER _____Table 4: SPJ ___

S# SNAME STATUS CMTY -So P* J# QTY)
si Smith 20 London s1 p1 ji 200 .. S
s2 Jones 10 Paris s1 p1 j4 700
s3 Blake 30 Paris s2 p3 ji 400
s4 Clark 20 London s2 p3 j2 2001
s5 Adams 30 Athens s2 p13 j3 200 A .

s2 p3 A4 500o
Table 2: PART ____s2 p3 jS 600
Ps PINAM E COLOR I WEIGHT CIT s2 p3 j6 400
p1 nut red 12 London s2 p3 j7  8oo
p2 bolt green 17 Paris s2 p5 j2 100
p3 screw% blue 17 Rome s3 p3 jl 200 .' ...

p-1 screw- red 14 London s3 p4 j2 500 0
p5 cam blue 12 Paris s4 p6 j13 300
p6 cog red 19 London s4 p6 j7 300)

_______ ____ ____ ___ - s5 p2  j2 200
Table 3: PROJECT s5 p2 j4 100

I- JNAME cITY S5 p5 j5 500%

J1 sorter Paris S5 p5 fl 100
j2 punch Rome s5 p6 j2 200
)3 reader Athens Is5 p1  Aj 1000
A4 console Athens sS5 p13 A 1200
j5 collator London s5 p4 j4 800 % ~.
j6 terminal Oslo s5 p5 j 4 400

DL tape London S5 p6j j4 500

Get St values for suppliers who supply both projects Ji and J2.
(find (snum- jnum) ji (snum- jnum) j2)

(S3 s2
exec: 0.08 sec gc: 0.00 sec

Get the names of the suppliers who supply project Jl with a red part.
(find (snanie- snum snum-) (find jnum ji (pnum pnum- color) red))

(Smith )
exec: 0.13 sec go: 0.00 sec

Get S# values for suppliers who supply a London or Paris
project with a red part.

(f-nd snum- (find (jnum jnum- city) (London Paris)
(pnum pnum- color) red))

(S4 Si)
exec: 0.21 sec go: 0.00 sec

Get Ps values for parts supplied to any project by
a supplier in the same city.

(find pnum- (find (jnum Jnum- city) ?city (snum snum- city) ')city))
(p5 p4 pl p2 p6 p3)
exec: 1.11 sec gc: 0.00 sec
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Get Js values for projects not supplied with any red part %
by any London supplier.

((find jnum- ?x) - (find jnum- (find (pnum pnum- color) red
(snum snum- city) London))) 

%
(j6 j5 .2) ,.,,c

exec: 0.60 sec go: 0.00 sec %

Get S4 values for suppliers supplying at least one part supplied by
at least one supplier who supplies at least one red part. ...

(find (snum- pnum pnum- snum snum- pnum pnum- color) red) %
(s3 S4 s2 s5 Sl)
exec: C.36 sec go: 0.00 sec 0

Get J. values for projects which use only parts which are
available from supplier Si.

(,fnd -nurr- (find qty ?q))-...

(find (jnum- pnum) (find pnum- ?r) (find (pnum- snun) si)))
n I..
exec: 1.21 sec go: 0.00 sec p •

4.2. Address Recognition for Mail Sorting.

A research group led by Sargur N. Srihari is studying address-recognition techniques for automated
mail sorting (Srihari. Hull et al. 1985). Computer determination of the sort-destination of an arbitrary
piece of letter-mail from its visual image is a problem that remains far from completely solved. It

involves overcoming several sources of ambiguity at both the spatio-visual and linguistic levels: The . .

location of the destination address has to be determined in the presence of other text and graphics: .

relevant address lines have to be isolated when there are irrelevant lines of text in the address block;
the iconic shapes of characters have to be classified into words of text when numerous types of fonts,
sizes, and printing media are present; and the recognized words have to be verified as having the svn-
tax and semantics of an address.

Spatial relationships between objects are essential knowledge sources for vision systems. This
source extends naturally to the postal-image understanding problem, because of strong directional
expectations. For example, the postage mark is usually above and to the right of the destination "
address, and the return address is usually to the left of the postage. A semantic network is a natural -'"-'%"-'"."
representation for geometric relations.

An envelope image is segmented into blocks, and a SNePS network is built that represents the
geometric relations between blocks and information about the relative and absolute area occupied by
each block. A preliminary set of geometric relations are the eight compass points. Relative area occu-
pancy is expressed as the percentage of each block that falls in each of nine equal rectangular subdivi-
sions of the envelope image, and absolute area is given in terms of the number of pixels covered by
each block. The program constructs an exhaustive representation of all the geometric relations present
in the image. Given the image produced by an initial segmentation procedure, a rough, intuitive out-
put, shown in Figure 6, with some arc labels removed for clarity, was produced.

Future work in this area includes refinement of the data structure to represent more information ,
more efficiently and the addition of inferencing capabilities wkhose objective is to present the control •

structure with tentative decisions about the address block based only on the information provided by
the initial segmentation.

4.3. NEUREX.

The NEUREX project (Chen 1984, Xiang and Srihari 1985, Xiang et al. 1984, Suchin forthcoming) is a
diagnostic expert system for diseases of the central and peripheral nervous systems: it also deals with . -
information about neuroaffectors, neuroreceptors, and body parts. SNePS is used to represent spatial -

structures and functions propositionally. E-ntities are represented topologically by means of ... .-
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I 0

proposition nodes expressing an entity's shape, position, etc., and spatial relations are represented by ' -

proposition nodes expressing adjacency, connectivity, direction, etc. This approach integrates structural

and functional neuroanatomical information. Moreover, the representation is both propositional and

analog: For the peripheral nervous system, there are nodes representing such propositions as that, e.g., a 0 •

sequence of nerve segments are linked at junctions, and that the whole sequence forms a (peripheral)

nerve; the network that is built is itself an analog representation of this nerve (and ultimately,

together with its neighbors, of the entire peripheral nervous system). For the central nervous system, -, _,'.,

there are coordinates in the network representation that can be used to support reasoning by geometri-

cal computation or graphical interfaces. ' •

As one example, the network of Figure 7 can be used by the system to determine which muscles

are involved in shoulder-joint flexion, using the SNePS User Language request

(find (is- cn) (find jt shoulder-jint my flexion)).

which returns the following list of four nodes:

(deltoid pectoralismajor clavicular_head coracobrachialis biceps-brachii) •

Furthermore, rules, like that shown in Figure 8, can be employed and can even include probahilistlc

int ormation.

4.4. Representing Graphical Knowledge.

The goal of the Versatile Maintenance Expert System (VMES) project is to develop an expert mainte-

nance system that can reason about digital circuits represented graphically (cf. Shapiro, Srihari et al. •

1985). The representation is not pixel-oriented; this is a project in visual knowledge representation

integrated with more traditional conceptual and propositional knowledge representation. (The

epistemic status of this sort of visual knowledge has not hitherto been specified in the literature.) The

graphical form of an object is a LISP function that, when evaluated, draws the object on the screen. . -

Propositional nodes express information about (1) the relative or absolute position of the object and (2)"

attributes of the object. Visual knowledge can also be distributed among nodes in traditional hierar- 0 •

chies: e.g., the knowledge of how to display a particular hammer may be stored at the level of the

class of hammers: the knowledge of how to display a person may be distributed among the nodes for . ..

heads, arms, etc. . ... .

For example. Figure 9 shows a set of three assertions. Node m233 represents the assertion that

the object TRIANGLE-1 is 100 units to the right and 20 units below the object SQUARE-1. The *
MODALITY arc permits the selection of different modes of display; here. we want to display" .

TRIANGLE-I in -functional" mode. Node m220 states that every member of the class TRIANGLE

displayed in functional mode has the form DTRIANG associated with it. Finallv, node m219 asserts

that TRIANGLE-I is a TRIANGLE-

* 0

Figure 10 contains four assertions, of which node m246 is the most complex. It links the object

GATE-I to an absolute position at 100/400 and to the class of all AND-gates. Node m244 asserts that

GATE-1 is a part of BOARD-I. Node m248 asserts that INPI-GATEI is a PART-OF GATE-I and

belongs to the class AINPI. The label 'PART actually stands for "has part". Node m239 links the

attribute BAD to GATE-I. Every attribute belongs to an attribute class, and the arc ATTRIBUTIE-

(LASS points to the class STATE.

21
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4.5. SNeBR: A Belief-Revision Package.

SNePS has been extended by Joio Martins to handle belief revision-an area of Al research concerned
with the issues of revising sets of beliefs when a contradiction is found in a reasoning system.

Research topics in belief revision include the study of the representation of beliefs, in particular how .- "

to represent the notion of belief dependence; the development of methods for selecting the subset of

beliefs responsible for contradictions; and the development of techniques to remove some subset of . .

beliefs from the original set of beliefs. (For an overview of the field, see Martins, forthcoming.)

SNeBR (SNePS Belief Revision) is an implementation in SNePS of an abstract belief-revision . ,,

system called the Multiple Belief Reasoner (MBR), which, in turn, is based on a relevance-logic system d

called SWM (after Shapiro, Wand, and Martins) (Shapiro and Wand 1976; Martins 1983; Martins and
Shapiro 1983, 1984). SWM contains the rules of inference of MBR and defines how contradictions are 0
handled. The only aspect of SWM relevant to this description concerns the objects with which MBR -.

deals, called supported wffs. They are of the form -

A I t, o, r.'" '.- '-.

where A is a well-formed formula representing a proposition. t is an origin tag indicating how A .

,vas obtained (e.g, as a hypothesis or as a derived proposition), o is an origin set containing aLi and •

only the hypotheses used to derive A, and r is a restriction set containing information about contrad-
ictions known to involve the hypotheses in o. The triple t, o, r is called the support of the wff A.
The origin tag, origin set, and restriction set of a wff are computed when the wff is derived, and its

restriction set may be updated when contradictions are discovered.

MI3R uses the concepts of context and belief space. A context is any set of hypotheses. A context 0
determines a belief space, which is the set of all the hypotheses defining the context together with all . .

, propositions derived exclusively from them. The propositions in the belief space defined by a given
context are characterized by having an origin set that is contained in the context. At any point, the se,
of all hypotheses under consideration is called the current context, which defines the current belief
space. The only propositions that are retrievable at a given time are the ones belonging to the current
belief space.

A contradiction may be detected either because an assertion is derived that is the negatio- of an "
assertion already in the network, or because believed assertions invalidate a rule being used (particu- -. ,

larlv an AND-OR or a THRESH rule; see (Syn/Sem.11-12)). In the former case, the contradiction is
noted when the new, contradictory, assertion is about to be built into the network, since the Unique- "'."-

ness Principle guarantees that the contradictory assertions will share network structure. In the latter
case, the contradiction is noted in, the course of applying the rule. In the former case, it may be that

the contradictory assertions are in different belief spaces (only the new one being in the current belief
stace). If so, the restriction sets are updated to reflect the contradictory sets of hypotheses, and nothin"
else happens. If the contradictory assertions are both in the current belief space (which will be the
case when one of them is a rule being used), then, besides updating the restriction sets, the user will be ,- ,'. .'

asked to delete at least one of the hypotheses underlying the contradiction from the current context.
Management of origin sets according to SWM guarantees that, as long as the current context was ongi- 0

nallv not known to be contradictory, removal of any one of the hypotheses in the union of the origin
sets of the contradictory assertions from the current context will restore the current context to the
state of not being known to be inconsistent.

4.6. Knowledge-Based Natural-Language Understanding. .

Jeannette Neal (Neal 1985, Neal and Shapiro in press) has developed an Al system that can treat
knowledge of its own language as its discourse domain. The system's linguistic knowledge is
represented declaratively in its network knowledge base in such a way that it can be used in the dual
role of "program" to analyze language input to the system and "data" to be queried or reasoned about-
Since language forms (part of) its domain of discourse, the system is also able to learn from the
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discourse by being given instruction in the processing and understanding of language. As the system's
language knowledge is expanded beyond a primitive kernel language, instructions can be expressed in
an increasinglv sophisticated subset of the language being taught. Thus. the system's language is used
as its own metalanguage. -

The kernel language consists of a relatively small collection of predefined terms and rewrite
rules for expressing syntax and for expressing the mapping of surface strings to the representation of
their interpretations.

The knowledge representations include representations for surface strings and for relations such
as: (a) a lexeme being a member of a certain lexical category. (b) bounded string B being in category C
and this phrase structure being represented by concept N, (c) a structure or parsed string expressing a
certain concept, and (d) one phrase structure being a constituent of another structure.

In order to talk about both the syntax and semjntics of language. the network representation.,,
distineuish betvxeen a word or string and its interpretation. In one experiment, the statements

(I) A WOMAN IS A HUMAN
(2) 'WOMAN IS SINGULAR 0

were input to the system. The first makes a claim atout women: the second makes a claim about the
word 'woman', as indicated by the quote. Nodes m40 and m50 of Figure 11, respectively, represent the
propositions expressed by these statements. The concept or class expressed by 'WOMAN' is represented
b%- node b22: the entity represented by node b22 is a participant in the subset-superset proposition .
expressed by ( 1 ). However. in the representation of (2), the word 'WOMAN' itself is the entity having
tne property SINGLIAR.

Additional statements, such as:

(R) IF THE HEAD-NOUN OF A NOUN-PHRASEX iHAS NUMBER Y, THEN X HAS NUMBER Y.

were input to the system to demonstrate the use of a subset of English as its own metalanguage in
building up the system's language ability from its primitive predefined language. Figure 12 illustrates
the representation of the system's interpretation of rule (R) as well as the representation of certain
linguistic relations: Node m87 represents the proposition that some bounded string represented by vari-
able node v4 is in the category HEAD-NOUN, and this phrase structure Is represented by variable node
v3. Node m88 represents that the phrase structure represented by node v3 is a constituent of vi. 1
which represents a NOUN-PHRASE structure. As soon as any rule such as (R) is parsed and inter- - -
preted. it is immediately available for use in subsequent processing. Thus, the system is continuously .

educable and can use its language as its own metalanguage.

4.7. Temporal Structure of Narrative.

Michael Almeida is using SNePS in the development of a system that will be able to read a simple nat-
rative text and construct a model of its temporal structure (Almeida and Shapiro 1984; Almeida, . -

forthcoming). This project uses an event-based, rather than a proposition-based, approach: i.e, inter-
vals and points of time are associated with events represented as objects in the network rather than ,
with the propositions that describe them. The temporal model itself consists of these intervals and
points of time related to one another by such relations as BEFORE. AFFER. DURING/CONTAINS, etc. -

The representation of the following short narrative,
John arrived at the house. The sun was setting. lie rang the bell: a minute later,

Mary opened the door. ]

is shown in Figure 13. The ARG-PRED-EVEtNT case frame a.serts that the proposition consisting of-
the argument pointed to by the ARG-arc and the predicate pointed to by the PRtl)-arL deskribes the
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event pointed to by the EVENT-arc. Notice that the predicates are classified into various types. This
information plays an important role in the temporal analysis of a text.

NOW is a reference point that indicates the present moment of the narrative; it is updated as the
story progreses through time. NOW is implemented as a variable whose current value is indicated in"
Figure 13 by a dotted arrow. Subscripts are used in the figure to show the successive values of NOW.

The BEFORE-AFTER-DURATION case frame is used to indicate that the period of time pointed
to by the BEFORE-arc temporally precedes the period of time pointed to by the AFTER-arc by the .'
length of time pointed to by the DURATION-arc. These durations are usually not known precisely.
The value r stands for a very short interval; whenever an event occurs in the narrative line, it has the
effect of moving NOW an interval of E beyond it.

The DURING-CON-TAINS case frame is used to indicate that the period of time pointed to by the
DURING-arc is during (or contained in) the period of time pointed to by the CONTAINS-arc. Notice
that the progressive sentence, "The sun was setting", created an event that contains the then-current
NOW. If the system knows about such things as sunsets, then it should infer that the event of the .-

sun's setting also contains John's arrival, his ringing of the bell, and probably also Mary's opening of "" " - "

the door.

5. CONCLUSION: SNePS AND CASSIE AS SEMANTIC NETWORKS.

We shall conclude by looking at SNePS from the perspective of Brachman's discussions of structured
inheritance networks such as KL.-ONE and hierarchies of semantic-network formalisms (Brachman
1977, 1979).

5.1. Criteria for Semantic Networks. -

tBrachman offers six criteria for semantic-networks: 0

A semantic network must have a uniform notation. SNePS provides some uniform notation with
its built-in arc labels for rules, and it provides a uniform procedure for users to choose their own nota-
tion.

A semantic network must have an algorithm for encoding information. This is provided for by
the interfaces to SNePS, e.g., by the parser component of our ATN parser-generator that takes English
sentences as input and produces SNePS networks as output.

A semantic ne:work must have an "assimilation" mechanism for building new information in
terms of stored information. SNePS provides for this by the Uniqueness Principle, which enforces
node sharing during network building. The assimilation is demonstrated by the generator component
of our ATN parser-generator, which takes SNePS nodes as input and produces English output express-
ing those nodes: Our conversation with CASSIE illustrated this-the node built to represent the new •
fact, 'Lucy is sweet', is expressed in terms of the already existing node for Lucy (who had previously
been described as young) by 'young Lucy is sweet'.

A semantic network should be neutral with respect to network formalisms at higher levels in
the Brachman hierarchy. SNePS is a semantic network at the "logical" level, whereas KL-ONE is at
the "epistemological" level and CASSIE is (perhaps) at the "conceptual" level. SNePS is neutral in the 0
relevant sense; it is not so clear whether CASSIE or KL-ONE are. But neutrality at higher levels may
not be so important; a more important issue is the reasons why one formalism should be chosen over
another. Several possible criteria that a researcher might consider are: efficency (including the ease of
interfacing with other modules; e.g, our ATN parser-generator' has been designed for direct interfacing .

with SNePS), psychological adequacy (irrelevant for SNePS, but relevant to some degree for KL-ONE . , ,
and precisely what CASSIE is being designed for), ontological adequacy (irrelevant for CASSIE-see S
below; claimed for KL-ONE-but see below), logical adequacy (guaranteed for SNePS, because of its
inference package), and natural-language adequacy (a feature of SNePS's interface with the ATN
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grammar).

A semantic network should be adequate for any higher-level network formalsmr. SeEPS meets i ,.
this nicely: KL-ONE can be implemented in SNePS (Tranchell 1982).

A semantic network should have a semantics. That has been one of the goals of this essay. But
it should be observed that there are at least two very different sorts of semantics- In SNePS, nodes
have a meaning wilhin the system in terms of their Links to other nodes; they have a meaning for

.5 users as provided by the nodes at the heads of LEX arcs. Arcs, on the other hand, only have meanint-
within the system, provided by node- and path-based inference rules (which can be thought of as pro- %
cedures that operate on the arcs). In both cases, there is an "internal", system's semantics that is holis-
tic and structural: the meaning of the nodes and arcs are not given in isolation, but in terms of the " -
entire network. This sort of semantics (which actually has more of a syntactic flavor) differs from a
semantics that provides links to an external, interpreting system, such as a user or the "world"-Lc..

*. links between the network's way of representing information and the user's way. It is the latter sort
of semantics that we provided for CASSIE, above.

5.2. SNePS and CASSIE vs. KIL-ONE. ]

SNePS and CASSIE can be compared directly to KL-ONE. First. KL-ONE is an inherizance-network•-
"" formalism, which represents concepts, instances of concepts, and properties and relations among them. - ""'"

SNePS is a propositional-network formalism, which represents propositions and their constituent.. .
(individuals, properties, and relations).

*., But SNePS can handle inheritance, in two ways: We have already seen an example of inheri-
ta nce by path-based inference in the conversation with CASSIE. In that example, inheritance could
also have been accomplished through node-based inference by, e.g.. representing 'dogs are animals' as a
universally-quantified rule rather than by a SUBCLASS-SUPERCLASS case frame. That is, where an
inheritance network might express the claim that dogs are animals by a single arc (say, a subclass-arc)
from a dog-node to an animal-node, SNePS could cxpre-s it by a proposition (represented by node m 17
in Figure 4b).

One advantage of the propositional mode of representation is that the proposition (m17) express-
ing tne relationship can then become the objective of a proposition representing an agent's belief or it
can become the antecedent or consequent of a node-based rule. In some inheritance networks, this
could only be done by choosing to represent the entire claim by either the dog-node, the animal-node. .'-.*,.%

the subclass-arc, or (perhaps) the -'ntire structure consisting of the two nodes and the arc. The firs-,
two options seem incorrect; the third and fourth either introduce an anomaly into the representation
(since arcs can then point either to nodes or to other arcs or to structures), or it reduces to what SNePS
does: SNePS, in effect, trades in the single arc for a node with two outgoing arcs. In this way, the arcs

of inheritance networks become information-bearing nodes, and the semantic network system becomes
a propositional one.

Second, KL-ONE uses "epistemologically primitive links". But why does KL,-ONE use the partic-
ular set of links that it does, and not some other set, i.e., what is the ontological justification for KL-
ONE's links" There have been many philosophical and logical theories of the relations of the One to
the Many (part-whole, member-set-superset, instance-concept, individual-species-genus, object-Platonic

1,4 Form, etc.). KL-ONE's only motivation seems to be as a computationallv efficient theory that clarifies
the nature of inheritance networks; but it does not pretend to ontological or psychological adequacy.
Indeed, it raises almost as many questions as it hopes to answer. For example, in KL-ONE, instances of
a general concept seem to consist of instances of the attributes of the general concept, each of which

- instances have instances of the values of those attributes. But this begs important philosophical ques
tions about the relations between properties of concepts (or of Forms, or of ... ) and properties of indi-
viduals falling under those concepts (or participating in those Forms, or ... ; some of these issues are
discussed in Brachman 1983. but not from a philcrsophical point of view k Are they the same proper-
ties" Are the latter -instances" of the former " Are there su h Things as concepts (or Forms, or ... ) of
properties1 And d -insLe nodes represent individuals I N, the% represent individu,± concepts1 (i.
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Brachman 1977: 148.)

Now, on the one hand, CASSIE's arcs are also taken to be "primitive"; but they are justified by

the Meinongian philosophy of mind briefly sketched out above and explored in depth in the references
cited. On the other hand, SNePS's arcs, by contrast to both CASSIE's and KL-ONE's, are not restricted 0

to any particular set of primitives: We believe that the interpretation of a particular use of SNePS -'

depends on the user's world-view; the user should not be required to conform to ours.

And, unlike KL-ONE, the entities in CASSIE's ontology are not to be taken as representing things
in the world; CASSIE's ontology is an epistemological ontology (cf. Rapaport 1976: 145-49) of the '.,. .

(purely intensional) items that enable a cognitive agent to have beliefs (about the world)-a theory of
what there must be in order for a cognitive agent to have beliefs (about what there is).
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ABSTRACT

*
SNePS is a powerfuil knowvledge representation system which allows multiple beliefs (beliefs .

from multiple agents, contradictory beliefs, hypothetical beliefs) to be simultaneously
represented, and performs both forward and backward reasoning within sets of these beliefs. -

SNeBR. described in this paper, is a belief revision package available in S.NePS. SNeBR relies on
a logic developed to support belief revision systems, the SWX1 system, and its implementation
relies on the manipulation of assumptions, rather than justifica tions, as is common in other -S

belief revision systems. The first aspect guarantees, among other things, that every proposition
in SNeBR is associated with those (and only those) hypotheses from wkhich it was derived; The -

second aspect enables it to effectively switch reasoning contexts and to avoid having to "mark"
every proposition wkhich should not be considered by the knowledoe base retrieval operation.
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INTRODUCTION

SNePS (Semantic Network Processing System) [Shapiro 79a] is a powerfull knowledge ]

representation system which allows multiple beliefs (beliefs from multiple agents, contradic-

tory beliefs, hypothetical beliefs) to be simultaneously represented, and performs both forward ... ..

and backward reasoning within sets of these beliefs. In this paper, we discuss SNeBR (SNePS •

Belief Revision). a belief revision s stem available in SNePS. e

Belief revision systems are Al programs that can detect and recover from contradictions. " '

Belief revision systems have been implemented by several researchers (e.g., [Doyle 79; Martins .

83; McAllester 80; Steels 80]). It has been argued that a belief revision system relying on the

manipulation of assumptions' has multiple advantages over one relying in the manipulation of

justifications2 [Martins 83]. [Martins and Shapiro 83], [deKleer 84]. A difficulty associated with .-.-

- assumption-based belief revision systems is that it must be possible to compute exactly which

assumptions underlie a given proposition. SNeBR relies on the manipulation of assumptions.

and is based on a logic, the SVM system, which guarantees that every proposition is associated

with exactly every hypothesis used in its derivation.

In this paper we briefly introduce SNeBR and its underlying system, SVM, and show an 0

example obtained using SNeBR. SNeBR is fully implemented in Franz Lisp, running on VAX- %

I I Systems

P
THE SWM SYSTEM -- THEORETICAL FOUNDATIONS

The SWM 4 system [Martins 831 is the logical system that provides the theoretical founda-

0 tions for SNeBR. It is loosely based on the relevance logic systems of [Anderson and Belnap 75]

and [Shapiro and W'and 761. Distinguishing features of SWM include recording dependencies of

'These svstemns as~sociate eact-. proposition wvith the hypotheses (nomn-derived propoitions) that underlie it.

'-These systems asociate each pr,,)psit n w;th the propositions that directly originated it.

guarantees much mere than just this. ste 1[lartins 831. 0
.A-fter Shanr ,. W ain. an,: -I

, 2 2 F
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wffs. not allowing irrelevancies to be introduced, and providing for dealing with contradic-

tions.

SWM*% deals with objects called supported wffs. Supported wffs are of the form 1F r,a,p,

in which F is a wif (well formed formula), Tr (the origin tai! is an element of the set {hvp,2

der, ext0. a (the origin set) is a set of hypotheses, and p (the restriction set) is a set of sets of

hypotheses. The origin set contains all the hypotheses wkhich were actuallY used in the den va- V

tion of F. The origin tag tells whether F is an hypotheses (Thyp). a normally derived wff

(i-=der) or a wvif wcith an extended origin set (T-extY . The restriction set contains sets of
0

hypotheses. each Of' which when unioned with the livpothesez :n the origin se t lorms a set

which is knowln to be inconsistent.': :

The rules ofl inference of the SWM system (see. for exampie [Martins and Shapiro 841),S

guarantee that:

I. The o-rioin set of' a supported w.-f contains eivery hypothesis that wvas us;ed in its, deriva-

tion.

2. The orioin set of a supported wif contains only the hypoxtheses that v% ere used in its

d e rivat ion.

3. The restriction set of a supported w%,f records ezvery set known to be inconsistent with

the wffs orioin set.

4. The application of rules of inference is blocked if the resultinz wtf wouiu have an origin

set knowvn to he inconsistent.

CONTEXTS AND BELIEF SPACES

I& \k; .,:te ..js i. uw.',e , nis p. an, ,i: he 10L:1_5 '%4 .' an'! Siiapir"

'An inconwsms:n, v! ;t, !rm se Tw hich a conal :,ad .10jn M.1\ hem .\c A i, K. r.n"a t: , Vv r-..nsm t if LsS
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SNeBR relies on the notions of context and belief space. A context is a set of hypotheses.

A context determines a Belief Space (BS) which is the set of all the hypotheses defining the

4Pcontext and all the propositions which were derived from them. Within SWM, the proposi-

tions in a given BS are characterized by having an origin set which is contained in the context.

Any query to the network is associated with a context. When answering the query

SNeBR only considers the propositions in the network which belong to the BS defined by that

context. -. ,

NON-STANDARD CONNECTIVES 0

SNePS has a a powerful set of non-standard connectives [Shapiro 79a, 79b: Martins and " ,

Shapiro. forthcoming]. The disadvantage in usino the standard connectives (A, v, ,-) relates

to the fact that all the connectives, except negation, are binary and therefore expressinc sen-

tences about sets of propositions becomes cumbersome. I-or example, suppose that given three

propositions, say A, B and C, we wanted to express the fact that exactly one of them is true. ,. .. .

Using the standard connectives this would be done as (AA-BA-C) v (-'A^ -C) v

(-AA"BAC), which is lengthy and difficult to read. Sentences involving more than three pro-

positions are even more complicated and this type of sentence often occurs in some of the
4* 40

- intended applications. The SNePS connectives generalize the standard logical connectives to .. .

" take sets of propositions. In this paper we discuss two of them: and-or and thresh.

And-or is a connective which generalizes - (not), A (and), v (or), e (exclusive or),

(nand) and I (nor). And-or, written , takes as arguments a set of n propositions. The pro-

position represented by the wf Al(t' . . asserts that there is a relevant connection

between P . P such that at least i and at most j ol them must simultaneously be true. 0

In other words, if n-i arguments of J are false, then the remaining i have to be true and if

arguments of ,J are true then the remainin, n-j have to te false. That and-or is some of . .

." ,
l-, exaim pie, exactl '  ti e ,m! ' ten r . : '> ,t, r t e e , :!1' ..v m ,= 'ce In,! :v e-.ltrl t~ s

23 ,1
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the generalizations that we claim can be seen by the following: -

% 0..

f , B '=A

. AB )= AB ...,0 (A)= A B

Thes .g 4..

,?(4I=A B '-". "

.., 0 (A,B)=A IB""''"

T]hresh generalizes equivalence to take a .set of arouments. Thresh, written nitakes as •--..

arvuments a set of n propositions. The proposition represented by the wff 4JP1, • ., Pn)

asserts that there is a relevant connection between P ... P such that either fewer than i of
I, n*-"•"*°

them are true or they all are true. In other words, if at least i of the arguments of ni are true

then all the remaining arguments have to be true and if i-I arguments of are true and at

least one is false, then the remaining arguments have to be false. Equivalence is expressed by - .

nj 1 1 ..... n )  ' ""

THE INFERENCE SYSTEM

The SNePS inference system has the following characteristics: it allows both backward

and forward inference to be performed: every deduction ruleh in the network may be used in

either backward or forward inference or both; when a deduction rule is used it is activated *

and remains that way until explicit de-activated by the user; the activated rules are assembled

into a set of processes, called an active connection graph (acg) [Mckay and Shapiro 801, which '-"- -

carry out the inferences: the acg also stores all the results generated by the activated rules; if .- ,

durino some deduction, the inference svstem needs some of the rules activated during a

s~ke use the term deduction rule to refer to any propositior which has either a connective or a quantifier (or . ".

tbith ;. A deducior- rule is a statement in the ob)et Ilangudge. and can he considered a recipe. plan or heuristic for der•-

ins.' neCw :nformation from old information. S

231 ."
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previous deduction it uses their results directly instead of re-deriving them [Shapiro. M0artins

and MIcKay 821.

*There are two main concepts involved in the implementation of the inference package:

pattern-matching and the use of procedural (or active) versions of deduction rules.'

The pattern-matiching process is given a piece of the network (either to be deduced in .

backward inference or added in forward inference) and a context. and locates relevant deduc-

tion rules in the BS defined bv the context. Such deduction rules are then "compiled" into a set

of processes which are given to a multi-processing s vstem for execution. The multi-processing •

system used by SNePS, called MULTI [.McKay and Shapiro 80]", is a LISP based system mainly

consisting of a simple evaluator, a scheduler and system primitives. The evaluator continu-

ously executes processes from a process queue until the queue becomes empty; the scheduler -, .- '

inserts processes into the process queue; system primitives include functions for creatinc

processes, scheduling processes and for manipulating local variables or registers. Every process

has a name which defines the action the process wk-ill perform and also has a continuation link

naming the process that is to be scheduled for activation after it has completed its rob. There

are MULTI processes to perform the following tasks: To match a given structure against the -

network in the BS defined by some context, To receive ansvers and to remember all the
%. ,

answers received. To perfor'- the elimination of the main connective of a deduction rule; etc. I-.°.'%

For a detailed description of the processes and the form of the acg built during inference -'" "

refer to [McKa, and Shapiro 80], [Martins 83] and [Shapiro Martins and Mckay 82]. . "

AN ANNOTATED EXAMPLE -- SELECTING BETWEEN ALTERNATIVES

We present an example of person-madhne iteractio hy sho'x ing how SNeBR obtains , ..

the solution to the puzzle, named "The Woman Ireeman \\ili %arr\, t rom [Summers 721. A

'I he m u lti pr e ,n apprc i .vaS i uen.l e e ' p K .: : , -r uer o.,: ,m r m '.de. [ opiI : ". 73] and h\ %

and', i rame mi, e; , m cr ,i:.,t r. r .! '4
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* characteristic of this puzzle is that there is no straightforward path from the propositions in

the puzl~s statement to the puzzle's solution. In solving this puzzle one has to raise ~-

hypotheses, reason from them and if a contradiction is detected replace some of those

hypotheses and resume the reasoning. The statement of the puzzle is as follows:

Freeman knows five women: Ada, Bea, Cyd. Deb and Eve. The women are 'n tw.ko ace brackets:
three wkUmen are under 30 and two women are over 30. Two wom~nen are ,eacher. and the oth-
er three women are secretaries. Ada and Cyd are in the same ave bracket. Deb and Eve are in
d:ffTeren:. ave brackets. Bea and Eve have the same occupation. Cv and De". have d,.ierent oc-
capains. (0: trte nve women, Freeman w~lmarry the teacner user Who AVh. 11 Freemn;
niarrv'

Fioure I shows the representation of every proposition in the puzzle's statement."' The

wtfs are described in a language called SNePSLOG; [McKav and Martins 81) w',hich is a logic

programming interface to S.NePS. Assertions and rules written in S.%eI)SLO(G are stored as -2.-,

structures in the S.NePS network; SNePSLOG Queries are translated into top-down deduction

requests to the inference system:; output from the inference is translated into SNePSLOG for-

mulas for printino to the user. %

In Figure I wve represent the following propositions: There are five wvomen. Ada. B~ea,

*Cvd, Deb and Ev-e Owifi. w,,ff2, .k-ff3, wff4, wiff5). Three women are under 30 (wif 12)11 and

two women are over Y() (-wffIS). Every 'woman is either undpr 30 or over 30 (\%ff27). 12 Two

* women are teachers (%wff33) and the other three women are secretaries (wff39X) The OWe in the%

* previous sentence conveys the information that no woman is both a teacher and a secretary,

represented by A-ff4S. Ada and Cyd are in the same age bracket (wff53). Deb and Eve are in0

Trhe numbers assciated wk:th the ,wfls relate to the numter of the node %vhish represents the wfl in mne net

"W\1ith :h:s e s, ,c c.i~n "e the advanita,,e 117 the S~eP), conneztiv es \k, h th st.Inp.rd cinnectives this

popoitio ; N5uah express ed ;n the fol,,owing wa%: ( -age) Ada~u -31 aeBeu-' A agetv 3
( eIah,- 'A-NdIae~u3-,:v A age(Be.i~u -3o A -aoe( \,u.u -34 ' A A~()h, 1)

age I ~u .. Ac.u 3'.Ai.e BC,.u -30) A 3gC(( Vdu -3' -i' d.113 A Ig'Fe. 3
-ae d..- 3();A el Jk,iu -3. A Jge'Vd.U -30) A age(Deb~u -3u, A -asriE~Le.u -30]v (age. Ada.U -310. A

ilge(lk.j.L -3 ' A' jceU,_u -31- ageiljeh.L -30) A age(Eve.u -3(,'iv (age' A,I.L-3( A -ae(Bk3.U-b')' A

ag. C 4 'e'cLu3. - 3.ie.-' -~ (ae(.Ada.L-3r TA ag .L -31 " e (sd.u-,
ae(e~ 3'A aoeF se.u - '''' ae Ada.u -3;4)) A age(Bea.u -3(i A *ace, %sd.u -3 CaCIh.u 3() A

age([7'.e.u -30)ia(ge t
Ct. -' A Jge Bed.U -3)) A -age((Cx'd.u -34) A ae ~~L-~A- elVL-~H

(.g'A.IL~, A i' ,~. Aae(5 a 3 A -age) [eb.u -3ii)A -aJFs ,

r I~ Is im,,, c,-n: td in the statement, of the pue,i

2-3



%kif I Woman( Ada)

,wff 2 Woman(Bea)

w ff 3 Woman(Cvd)

%kff4 W4oman(Deb) 7

%%i-f 12 ( age(,Adau30).age( Beau3( )),age( Cvdu 30o.a,,e( Debu 3( )).age(,Fetieu30)))

* wik~f 18 (age(,Ada.o30),age( Beao3O),age( Cvd.o3( )).age(1)eb.o3() ),age( Ee.o3(.)))

Nkff27 Vxlioman(x)- 2 '(age(xu3O).age(x.o3()))

wff 33 -(wor ked Adateacher ),worker( Beai eachci ).wo, ker ('Nvd~leachcl
w~orker( Debi eacher),work er( Evej each c 7)

* wfl 39 . ( worker Evesecretary),w~orker( Deb.secretarv -).u'orkcd C.vd~secretarvX -,

worked Beasecretary),workerk Ada.secr-ezar-v)) *-.

%,wff 48 V( x)Wioma n(x) -,,(work er( x,secre a r v),L or k cr x ea cher))

,,-ff 53 V~x) I 1(age(,Ada-x),age(Cvdx))

%wff 58 VW,)2 '(age( Debx),age(E'ex))

,f63VxI(workeri Beax).worker( Evex))-

,%ff 68 V(x),,'(woyker{Cva .x),uworker11Deb.,))

* w-ff 79 A1~ 2
2 age( Ada,o 30),wor ker( Adajecacher 0)

* '(age(Bea,o30),uworker(Beaiteacher)), P

2(age(Cvd,o3O),worker(Cyd~teacher))

2(age( Deb,o30),uworker( Debjzeacher))

22(a ge(ELve~o30),workeri Evetzeacher )

wkff88: V(x) 2 1I(marrv( F'reemalx),,Nage(x~o30)).w~orke?i jiiee )
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have different occupations (wff68). Exactly one woman over 30 is a teacher (wff79). Free-

man will marry the teacher over 30 (wff 88). S

To solve the puzzle we raise hypotheses about the ages and professions of the -women and ~.

ask S\eBP\ to deduce who Freeman will marrv under those assumptions. If the hypotheses

raised are consistent with the puzzle's statement the desired answer will be returned, other-0

\ise a contradiction will be detected and SNeiBR wvill guide us in discarding hypotheses. .Y.

%,, ff 6 (u) (wf 5,w ff 4.uwff 3.uwff 2.u) ff 1) h yp, wff 6 A

wff8Q 2 1
1 U(wf 88.u'ff 79.uwff 68.wff 63.u~ff 58.wff 53,wff 48.wff 39,uwff 33.

uwff 27.wff 18.wff 12)'1 hypp.{wff 89 M8

%k fl 13: agek Ada.o3()) h ypAw%,,-F 13

\kfi15 :age((. vd.c30) h hpA{wff 15 .A

wff 2 8 uworker(Adaleache-)! hyp.1wff2S M8

%,wff 31 : orkeri Debteacher' hv p. wff30A .0 0

Fivure 2
Hypotheses raised

l i.ni' the propositions described in Fioure 1. wve built intol the network the hypotheses

represented in Figure 2. The hypothesis represented bv wkff6 states that there are five women

and names those women, and the hypothesis represented bN* wff 89 asserts all the specific infor-

* matikon pertainino these women and their relationship with Freeman. The hypotheses

represented h% wffl3. wif 15. %kff2S. and wfifsl define the aies and professions of the

Sme'Suprxise that we ask wkho F-reeman v ill mnarrv under the BS defined b%- the context

T~\:l t:i n aMes .1 Met tv..k O\I.e %k:Y ' . t i rl ':TI) 't O r M C~l. I t te P !he -
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* 0

{wff6. wffl3, wffl5, wff28. wff31, wff 89). In this BS there is no assertion about who Free-

man will marry but wff88 may enable its deduction. S e ets up two sub-goais. finding ]
who is over 30 and finding who is a teacher (Figure 3.

"' -%,. - # *,

I wonder if marry(Freeman.who) 0
holds within the BS defined by the cAontext (wff31 wff2M wiff15 wffI3 wff89 %vffo "

let me try to use the rule V(x), marrX P reeman,), 2age(x,o30).u;orkerx.zeaciw -

I wonder if age(xo3())
holds within the BS defined by the context Owff31 wff28 wff15 wffl3 %ktiS4 \kiio

I know age(Cydo30)

I know age(Ada,o30)

I wonder if worker(xxeacher) ]
holds within the BS defined by the context (wff31 wff28 wff 15 wff 13 wVffS 1 wft o

I know worker(Debreacher)

I know worker(Adajeacher)

since worker( Adaaeacher) and age(Ada.o30) I infer marrNy(Jreeman..,Ad2

Figure 3
Ada and Cvd are over 30: Ada and Deb are teachers

Freeman will marry Ada

Figure 3, shows SNeBR's deduction that Freeman will marry Ada. The inference does

not stop here, however, since there are several processes still waiting for answers and S.eBR

reports inferences as shown in Figure 4.

. - . ,.
0 ° o -.

. .. *- %

-_,.- .-... ...,-,--.. .:-..-. .- .-. ,, -..- ......- .. .. .2,....?,, ., , ,,..,......, - .,.... . . .,-............-..-,.-. .-. ,-....... .. .... -.-......



.e.

since age( Ada.o30) and age, Cyd.o3o'

infer 10
0 tage( Bea.o30)) OC(age(Deb.o')()) I~ age Ezveo30))

since not age(L'eo30) I infer age(Deb.o3o)

Fivure 4
Bea, Deb and Eve are not o-,er 3-')

Deb is over 30

P.

hrtrth! deduction of the information shown in Figure 4, a contradiction is detected

(l:iurt 5-. A contradiction will be detected b-, SNeB3R when one of the following conditions .

occurs: INdsrepresenting contradictory wfsare built into the BS under consideration:'

2 ntiorrnati-'n Lathered bv a connective elimination process shows that a rule is invalidated

h% the data in the BS.

In our e\xample this latter case occurs: there exists one proe-ss to deduce iniormation ' .

us;ing, the ruic: ,-(a geAda.o3( )).age{ Bea.o30 ),age(Cvd.o3() ),agts Deb,(-3() ),age.Eze~o3o)) which

-ahes iht there are three women who are over 30 (Ada. (%vd and Deb).
cath rs t, o-

r% P ;t Ir hU.' hL 7'Is i 'tit L derC~r. N

7. jk i , r ,ec . ke: - t, MJ

2-1 %~ fs ~ 2 ' A.:. n ~ ~



m'. S% .,'

WARNING! -

Contradiction detected in the following and-or

52
2(age( Ada~o30).age(BIea~o30),age(Cvd,o30),age( Deb~o3() ,age(F zve~o3() II

More true arguments than max.
Arguments in wvrong number age(AdaW3) age(Cydo3) age(Deb~o30)
You have the following options:
1. Continue anyway, knowing that a contradiction is derivable:
2. Re-start the exact same request in a different context which is not inconsistent: %

3. Drop the request altogether.
Do you want to continue anyway?
=><= n
Do you want to re-start the request in a new context"
=><= ves

Figure 5
A contradiction is detected

Upon detecting the contradiction SNeBR gives the options of continuin"- the Fc.iso'im.

within the inconsistent BS, e modifying the current context in order to obtain a consisten t BS .- .

or giving up the request. In our example, we decided to restore consistencY causn- hc 0.-

* non shown in Figures 6 and 7.I

A that c c is dtion set , s oxrd ha. 'h ee ct %k e 1 s w Y.

.k tiI. t c~.jic:. it in r he iennxed it n-: -

2 3F
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% %

In order to make the context consistent vou must delete some hypotheses from the set
(wff13 Awffl 15Aff 89)

You are now entering a package that will enable you to delete some hy-potheses from this set. p

Do you want to take a look at wkff 13
=><= n
There a re 5 propositions depend ing on wkff 13 O wff 97 wff 16 wvff 93 v.ff I wff 90).
Do you want to look at [aill of them, [slome of them, or [n )one

,0C marrv( FreemanEve)) Iextwff I 3,wff 28,wff89} .{wff 150

What do vou want to do with wvff 13?
[dhscard from the context. [kkep in the context. [u~ndecided. [qit this packdjot
=>< d

Do Y'ou wvant to take a look at wfiS 15

aoe(Cvd.o3()) hvp.i-wff 1 5} flwff 13,wkff89
There are 2 propositions depending on wiffi5S (wvffl16~ 0

D~o you want to look at [all] of them, Ho~me of- them, orLrfn

Wh at d o vou wvant to do wvith wif 15
[discard from the context. (kkep in the context. [ulndecided., [qiuit this packa2e -

LX ou \Sant To take a look at A-ff 89
n

There are 8 proptositions depending on wif 89
(%kff97 wvff9S wi,-f 16 w,%ff94 \%ff93 wxff92 wvff9l \,wff90). :k

Do vou wanit to look at [aill of- them. [sbome of them, or [n one)

What do vou wvant to do wvith w,,ff 89?
[dhiscard from the context. [kkeep in the context. [u]ndecided, [qsuit tis picka~e

=>=k

Fi Pu re 6
Inspecting the inconsistent hypotheses

F~igure 6 shows the inspection of thle hy"potheses that are responsible f or thle onzradic:tion,

Although the contev under .-*n,,idenition is, the set ivwflf6. wff 1.o. wifi> 14,.%kf 2S. w\YtY3l\,fS

only, the hypotheses repres;ented b%- wtT 13. wiff 1", and w%,ff 89 were used in thle derivation o1

the contradiction and thus thle% are thle oni \ one whks 10C hanve wkill restorte cnln&[ht,
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SWM.% systemn guarantees that removing exactly one of them will generate a context which is

not known to be inconsistent. We keep the hypothesis concerning the statement of the puzzle

(wff 89) and discard the hypotheses concerning the wvomen's ages (wffl13 and wffl15); We also

enter new hypotheses cnncerning the women's ages (Figure 7).

Tile low0"ing (not known to be inconsistent) set of hypotheses wvas also part of the
nte ." wkhere the contradiction was der;,,ed: (%vfi 31 %vfi2S xfi o)

Do you want to inspect or discard some of them' -

=><= n

Do yo-u want to add some new hy potheses'

Enter an hy-pothesis using SNePSLOG
aeoe(Bca.o30)

£ l~o vou vvant to enter another hypothesis?

Enter an hypothesis using SNePISLOG
= =agE(Deb.o30)

I) you -xvant to enter another hypothesis?
=><= n

0
Figure 7

Adding new hypotheses

After resolvino the contradiction the inference resumes (Figure 8). In this case there is

no further contradiction detected and S~eBR reports that Freeman wvill marry 1)eh and wvill

not marry Ada. Rea. yvd nor Eve.

P 0k
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I wkonder if marrN Free~nan~u~ho)
holds within the BS defined bv the context (wi.-f 14 wifflb wifo wff 28 wff 31 wff 89) - '~

I know age(Deb.o30)

I knowv, age(Bea,o 30)

I know worker(Debteacher)

I know worker(Adajzeacher)

since 2' age( Deb,o30),uworker( Debzeache7 D

I infer marrv1(Freeman,Deb)

E since age(Bea~o30) and age(Deb,o30)

Iinfer 0 (age(Eve.o30)) 1 o0(age(Cyd.o30)) oage( Ada,o3U))

since not 2 (age(Eve~o30),worker(Evezeacher-))

I infer 1 (,marrN,(Freeman,Eve))

Figure 8
Freeman will marry Deb

E-ve. Cyd and Ada are not over 301
Freeman wAill not marrv Eve

CONCLUDING REMARKS%

We discussed SNeI3k, the belief revision system used by SNeP'S: briefly described some of

the concepts of the logic that underlies S.\eBR; and showed an example. The example

presented wvas obtained from an actual run just by slightly changing the syntax of the propo-

sit ions.

SNefik is implemented in SNePS. a powert ull knowiedge representation sYstemn. A di"

tinpuishinv' characteristic -)I S\eHFk is th..i i i, 'h ased on .:l:~dt-s:Onec; %kith the -,~Ic sup-

% % %1
P.
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porting belief revision systems. SWM associates each proposition with all the hypotheses used -r

in its derivation and with all the hypotheses with which it is known to be incompatible The " -

SWM formalism guarantees that (1) The origin set of a supported wff contains every proposi- ,.

tion that was used in its derivation. (2) The origin set of a supported wff only contains the

hypotheses that were used in its derivation. (3) The restriction set of a supported wff records "--'I 0

every set known to be inconsistent with the wff's origin set. (4) The application of the rules

of inference is blocked if the resulting wff would have an origin set known to be inconsistent.

In SNeBR. propositions are represented by SNePS network nodes and are indexed by

(linked with) the hypotheses in their origin set and the sets in their restriction set.

The queries to SNeBR are associated with a context, the network retrieval function only-

considers the propositions in the BS defined by that context. When a contradiction is detected, 0 0

after selecting one hypothesis (or several hypotheses) as the culprit for the contradiction, the

"remova"l from the network of all the propositions depending on such hypothesis (hypotheses)

is done just by dropping it (them) from the context being considered. Afterwards these propo- -

sitions will no longer be in the BS under consideration and thus will not be considered by . .

* 0
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This report describes the research efforts during the past year at -'
Clarkson University under the Artificial Intelligence Consortium contract with

-6 the Rome Air Development Center. Our work is in tbe area of distributed
artificial intelligence. Distributed AI is the study of systems involving :he°l

cooperation and coordination of a group of loosely coupled knowledge based
component systems working together to solve common problems. Problem solving
activity my be distributed for several different reasons. In some instances, .
distribution is used to provide a speed enhancement; in others, distribution
is along functional lines with each problem solving agent having a particular
specialization. When the problem domain is also distributed, a natural -
environment for distributed AI is created, and often such problems are not
amenable to a centralized, non-distributed approach.

Our interest is in systems which are naturally distributed as the result
of a distributed problem domain. Specifically, the system currently under
study is both functionally distributed and geographically distributed (as the
resulI of a geographically distributed problem domain). The long term goals
of this project are to answer fundamental questions about distributed problem 6
solving activities in such systems. For example, what are appropriate
cooperation paradigms and how is the selection of these paradigms influenced
by the type of problem solving activity required? How does the organiza:iona
structure of the distributed problem solver impact the ease of system
construction and performance in problem solving? What forms of knowledge
representation are suitable for sharing among the various problem solvinga gents? .

In order to investigate these questions we have selected an application:'-""' :

domain in which to study our ideas about distributed problem solving. This
proble domain is the control of large communications networks. Believing
that experimental testing of these ideas is a necessary step toward producing
significant contributions to'the field, we are currently developing a testhed
for simulating the comunications system control environment, and testing
distributed problem solving systems.

The next section describes the specific problem domain we are using in
this research. Much of our effort this past year has been in the analysis of

the problem domain in order to gain a thorough understanding of its operation •
and to gather the basic knowledge needed to identify the problem solving
tasks. There still remains the need to acquire detailed knowledge necessary
to construct a complete knowledge base for problem solving activities. The
third section presents an initial system level architecture based on the
results of the domain analysis. Section four discusses knowledge
representation for a distributed, shared, knowledge base. We give brief
outlines of candidate high level problem solving strategies in section five.
Th-s material is in a very preliminary state and subject to great revision as
the work continues in the next year. Finally in sec:ion six we review :=e
research objectives and our progress in meeting these ob,ec:ives, and out'ine
the directions for future research.
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I. A??LCAT:ON DOMAIN DESCRIPTION

The application domain of interest for this research effort is the
monitoring and control of large communications systems. Maintaining reliable 0

comunications under a wide variety of operating environments is vital to the -.-
preservation of both our national security and world peace. It is an
important problem to the Department of Defense, and as we will discuss in the
paragraphs which follow, it provides a rich set of problems for research in .%.

distributed problem solving.

In our studies we have concentrated on the Defense Communications System
(DCS), and especially on the European theater. The DCS is a highly complex
system consisting of tens of thousands of circuits interconnecting users at
more than 300 sites world-wide. We have chosen the European theater for
several reasons. The DCS network structure in Europe is particularly
interesting for the study of distributed problem solving paradigms. I
consists of a large number of sites (about 200) which are interconnected in an
irregular structure. It is currently controlled by close cooperation and
coordination among a group of highly skilled human controllers distributed
throughout the system. The variety of transmission media and communications* equipment in use give rise to the need for sophisticated problem solving tools * "-'.-'•-

to assist these human operators in providing the best possible control of the•
syst em. . . .

The size, complexity, and near constant state of change of the DCS makes
it unvieldly for direct incorporation into our investigations. Instead, the
goals of this research program will be better served by using a simplified -

model of the DCS which incorporates those characteristics important to system
*. control. This section describes the organization of the DCS and the tasks

involved in system control. Emphasis is placed on those system features and
aspects of problem solving activity relevant to our model of the DCS.

Organization of the DCS

The DCS is a large, complex communications system consisting of Manv
*. component subsystems. It provides the long-haul, point-to-point, and switched

network communications needed by the DoD. A careful analysis of the DCS
reveals that the organization of the DCS must be viewed from a
multidimensional perspective. For example, all DCS facilities may be divided

into one of two groups: either DoD-owned or DoD-leased. As a general rule,the majority of DCS facilities in the continental U.S. are leased, whereas the
majority of facilities overseas are owned and operated by the DoD.

he DCS may also be viewed as a layered organization consisting of three . .'

basic layers: transmission facilities, circuits and networks. Each of these '
layers may be further subdivided into component subsystems. Transmission
facilities may be either terrestrial or satellite. Terrestrial transmission
is based on either analog or digital channels, multiplexed into groups or
digroups, and then into supergroups which are transmitted over communications
links from one station to another. The most comon transmission medium used
is line-of-sight (LOS) microwave; however, there are also tropo-scatter, fiber
optic, and cable links used. Satellite transmission facilities are also used,
primarily for transoceanic links. Currently we have not studied sa:e.li:e
links, but we do intend to investigate the impact of satellite links in our
future studies.

2 47
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The transmission facili:ies form the backbone structure over which the
second layer, consisting of circuits and trunks, is built. The European
theater of the DCS consists predominately of dedicated circuits between
users. These circuits may traverse several stations following fixed ;ac:s.

°. There are a number of key data items which are associated with each indevldua.
* circuit or trunk, and which are important in :he performance of system

control. These include the user priority level, the restoration priority, and .*.-.

the quality of service required. J%

Networks form a third layer of the DCS organization. There are three .

general categories of networks: voice svitched, data switched, and dedicated
or special purpose networks. These networks rely on trunks to provide the
intersvirch connectivity. The voice networks are AUTOVON, AUTOSEVOCOM (a
secure voice network), and DSN (known as the European Telephone System or ETS
in the European theater). These networks provide circuit switched voice ''-
connections among subscribers. The data networks include DDN, AUTODIN, and
I-S/A AMPE. These networks are in a period of evolution from the older
AUTODIN style network to the modern, packet switched DDN style network. We
intend to incorporate the principal features of DDN into our model because we
believe this network model is clearly the more significant for the future.
Special purpose or dedicated networks are not considered at this time.

0
Yet another perspective of the DCS is equipment oriented. The DCS

consists of a very large inventory of counications equipment, such as
modems, multiplexers, radios, switches, etc. Each equipment item has certain
distinguishing characteristics including its function within the overall
system, its status signals (which may be monitored and made available to
system controllers), and its control capabilities (which provide the mechanism S
for implementing desired control actions on the system). Knowledge about .-

equipment is vital to problem solving agents attempting to control the system,
and cuts across the layered organization described above. For example, a
particular multiplexer may be a part of a transmission facility, as well as a
part of one or more circuits, and a part of one or more networks.

The final dimension along which the DCS may be analyzed is its-'

organization for monitoring and control. Currently the DCS system control
function is almost entirely manual, and is highly fragmented. Each new
network, or transmission subsystem incorporated into the DCS has included its
own control system. As the DCS evolves to a modern, digital comunications
system, with automated control systems, it has become increasingly important
to integrate these various controls. In the next section we discuss the
system control problem. Our view of DCS system control is based on our
understanding of the future directions system control for the DCS wi'i take.

SVsteM Control of the DCS .

System control is defined [12] as the process "... which ensures user "to
user service is maintained under changing traffic cond t.ons, user
requirements, natural or manmade stresses, disturbances, and equipment
disruptions on a near term basis." System control incorporates five ma'or %
functions: facility surveillance, traffic surveillance, network control,
traffic control, and technical control. Each of these functions will be S
described in more detail and related to specific problem solving act--v;.t.es i
the paragraphs which follow.
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DCS system control is to be organized in a five level hierarchica.
structure. Beginning at the lowest level and moving up, each leve! in this
hierarchy represents a broader view of the DCS, a larger geographic area, a
greater responsibility and a higher authority. Level 5 (the lowest leve:., 1 S
represents stations or facilities at which either a technical control or patch ..-- ' -

and test capability exists, or an access switch exisits, or an earth terminal
for a satellite link exists. Level 4 represents either a major technica.
control facility or nodal switch. Level 3 represents a subregion control
center (SCRY). Level 2 corresponds to theater level control and may be either ... ,
an area communications operations center (ACOC) or alternate ACOC. Level 1 is .- -
the worldwide Defense Communications Agency Operations Center (DCAOC). For
the purposes of our research, we are concerned with level 3 and lower levels.
These are the levels most closely associated with the real time or near real
time control of the system. Within the European theater approximately 13
SRCFs are expected to be established. Thus, it is at this level (level 3),
or lower, that the need for cooperative problem solving is likely to be the
greatest. ,. .

Three distinct problem solving activities have been identified within the
five major functions of system control. We refer to these activities as
performance assessment (PA), fault isolation (FI), and service restoral (SR).
A general task description for each of these is given below and related back .
to one or more of the five functions of system control.

Performance Assessment (PA)

Performance assessment may be viewed as a problem in data interpretation 0
and situation assessment. Since data is available only on a distributed
basis, coordination must cake place among the PA agents in order to arrive at
a coherent view of the state of the communications system. The facility
surveillance and traffic surveillance functions of system control are included . .,,,

within the PA activity. Real time equipment, transmission network, and
traffic data are measured and collected to provide the controller with the 1
information needed to determine the status of the transmission system and
facilities, the quality of comunications circuits and network performance.
Trouble reports from users are also significant inputs to this activity.

The goal of PA is to formulate a local view of system status and
performance, and to identify as quickly as possible the impact of any observed • •
deviations from normal operating conditions. The PA agent is responsible for
determining the need to invoke either fault isolation and/or service restoral
agents. Since few problems are likely to be localized within the area of
responsibility of a single SRCF, the PA agent must also communicate with
similar agents in neighboring areas to arrive at a consistent assessment of *
status throughout the system.

Fault Isolation (Fl)

The fault isolation task is a diagnostic activity. It is concerned w""th
identifying the specific cause and location of faults vithin the
communications system. The term "fault" is used in a very broad sense t: mean
either a complete outage of service or a degradation in quality or
performance. The F1 agent responds to reports of known or suspected faults
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determined by PA. Much of the same data available to ?A is also used in :he

F: activ .v, however the analysis is carried out in greater deDh, and :'e

cause-effect relationship is emphasized. In some instances :he immedia:e
results of Fl may be inconclusive and will require add.:iona" tes-z:g

resolve ambiguities in the data.

The F1 agent incorporates the in-depth analysis aspects of facility and
traffic surveillance as well as the testing aspects of technica. control.
Coordination and cooperation with similar agents at intermediate or discant -
end stations involved in a faulty link, trunk, circuit, or network are often 0
necessary to determine the cause and location of a fault. .*. -

Service Restoral (SR)

Service restoral is a plan generation activity which recommends a set of 0
specific control actions needed to restore user service. These actions may
involve alternate routing of trunks or circuits, switch control (such as code
cancellation, code blocking, modification of routing tables, etc.), or
transm3ssion system configuration control (such as reallocacion of equipment,
use of backup or spare equipments, etc.). The network control, traffic
control, and technical control functions are encompassed in the SR activity. 0
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In this section, we describe the overall architecture of a cozunication
system such as the DCS with the incorporation of an intelligent distributed S
problem solving system. This discussion addresses three primary facets of the
architecture: the role of the intelligent software in the context of the
overall system, the structure of the intelligent system residing at each node,
and the overall structure of the distributed problem solving system.

Any deployed distributed problem solving system would be most accurately
viewed as an intelligent assistant to the system controllers in the field. It
would perform the tasks of filtering the data received, analyzing and
interpreting it as well. Based on these interpretations, it would suggest
alternative restoral plans and advise the humans as to which equipments are
probably malfunctioning and what control actions might be appropriate. The
human operator would have the responsibility of directing service restoral, .%
dispaching service personnel, and initiating control actions. In addition,
the human retains the privilege of preempting the system at any time. As an
intelligent assistant, the system would relieve the controller of many tedious
tasks. it would also provide a vehicle for training activity that can be
utilized by new personnel.

Distributed problem solving systems are often viewed as being comprised
of a network of loosely coupled agents which cooperate in solving a problem.
In the context of communication systems, each locus of control activity is
also a site where a node of the problem solving network resides. As the
discussion in the previous section indicates, several modes of problem solving
are active concurrently. Performance assessment is an ongoing task, while
fault isolation and restoral tasks may be initiated and execute at the same
time. We have chosen a node architecture that represents a decomposition of . -

nodal problem solving activity into its three primary tasks. Each of these
tasks appears to be relatively independent of the others, yet each requires
access to the same base of knovledge concerning the status of the
comunication system and its expected behavior.

The structure of the testbed for distributed problem solving reflects
cistribution in two dimensions. At one level, the system is seen as a number
of complex agents that operate in a loosely coupled fashion to solve the
problem of controlling the communication network. At another level, the
system can be regarded as a group of relatively independent distributed
problem solving systems operating in a loosely coupled fashion. One of the
systems is composed of the group of fault isolation agents. The fault
isolation agent at each node cooperates with its counterparts at other nodes
in solving the fault isolation problem for the communication system. In a
similar fashion, the service restoral and performance assessment agents in the
testbed can be regarded as distributed problem solving systems in their own
"gzt.

The specific structure appearing at each node is shown in Figure 1. As
is indicated, there are three primary problem solving modules at the node *"."-.-

level: Fault Isolation, Performance Assessment, and Service Restoral. Each
of these modules requires access to the same knowledge about the structure and .
expected behavior of the network being controlled. Since each local agent
performs functions that may have 'mpact on the problem solving act-v::y of the
others, a blackboard structure located in each node is used to post tentative
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hypotheses and parti.al solutions as problem solving progresses. Th2.s local *

blackboard also may serve as a structure where the problem solving activizy
* may be monitored and controlled through the posting of intermedi.ate goals.

One agent in the di.agram has the responsibility of handling communication
K between anode and its neighbors in the problem solving system. This acrt

comuniatin i neessrybecause no single node has acomplete and acrt
view of the system state. It is also required to solve problems in a
distributed fashion.

In section V of this report, we discuss high level strategies for
* performing the major tasks involved in system control. The inds of results

and the modes of problem solving activity required to implement strategies
such as these suggest a local blackboard structure which i.s segmented by
content. Each agent has access to the local blackboard 'out is most interested.
only in certain portions ot it. An example of the type of segmentation
envisioned is found in Figure 2. In this figure, the segmentation and :)rimarv-
areas of i.terest of each agent are shown. .-
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We have designed a knowledge representation scheme wnich suppcr:s :he
pro.blem solving activities performed at a single node in :ne mcn-:cr-:zg an-
control of the communications network. The local node know:edge base c:zta-zs
information about the structure, function and current state of tne net'i.or',
and will be shared by the various problem solving agents at that node. - -

Domain Knowledze ....

The knowledge necessary to perform the system control functions described
earlier falls into three basic categories. First there is equipment
configuration knowledge which describes the physical structure of the network
including specific equipments at each site, connectivity information, and a
description of each kind of equipment. Secondly, equipment state knowledge
contains information about the operating status of each piece of equipment, S
such as current alarms and other information gained from the equipment
sensors, as well as conclusions to be made about this sensory data. inally,
communications path knowledge represents the specific equipments and links . -.

involved in a path connecting two users and more general knowledge about how
to handle interrupted paths.

Equipment configuration knowledge is largely topological in nature, and
describes the physical communications network. Knowledge about this net-dorK
is hierarchical in nature, where at the highest level stations are
interconnected via links, and collections of stations are grouped into - 2
subregions which correspond to geographic areas. Within each subregion, one **:-

station is designated as the current SRCF or SubRegion Control Facility, and 6
is responsible for the control decisions made for the stations within its
subregion, or area of responsibility. Each station corresponds to a node
or site in our knowledge-based problem solving system. The knowledge base
therefore contains declarative knowledge concerning each site ia the network,
including its name, geographic location, what subregion it is contained n,
whether it is the SRCF for its subregion, and its current operating status. 0
:n addition, each link in the network is also represented, wi:h infor-mazion
concerning which sites correspond to the link's two endpoints, and the =edia
type and capacity of the link. This level in the hierarchy is llustratec La
Figure 3.
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At the second leve! in the hierarchy, witn-,= each sire there is a

::lecr:cn of interconnected equipments. The physical :opolcg: is similar -. "

the top level network, but at this level speci.fic pieces of equipment are
Interconnec:ed by various kinds cf arcs. A typical ecuipmenz c::zig-ra::cn S

for a site is given in :igure 4. Tvves of ecuioment include radios, second

level mtutiplexors .MX, first level ML*7es, and digi:a patch and access

systems (DPAS). interconnecting these equipments, and connecting equiv=ents

with users, are supergroups, digroups, and channels. The equipment

configuration knowledge within each sire also forms a hierarchy. A radio
within a sire may be connected to a second level VX or to another radio at •
the same site via a supergroup. Each second level M=X is connected either to
a first level MX or to a DPAS via a digroup. Finally, each first level MLX
is connected to a user via a channel. The endpoincs of intersite links
correspond to specific radios within the connected sires.

SUP ERGROUP
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Figure 4

in addition to the knowledge described above concerning specific pieces

of equipment and their connectivity, equipment configuration knowledge also
contains more general information on each item in the hierarchy; that is,

generic information on subregions, stations, links, as well as kinds of
equipments and connections among them is represented in the knowledge base.
For instance, generic information common to all radios of the same tvne
0 Includes the type of alarm signals which may occur, specific actions to take

in the advent of such alarms, and operational parameters for that kind of
radio.

Equipment state knowledge is also necessary for system control. Whereas
ecuipment configuration knowledge describes the physical connectivztv of t e
network, equipment state kncwledge contains information concerning tie current

operational status of each piece of equipment. This inc.udes any current
alarm signals for the equipment, but also includes expected benavicra.

characteristics for each kind of equipmezt, and any deviations from s nor-
which a specific piece of equipment might have. This data is used by the
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Performance Assessment agent as it analyzes the current state of the
comuncations network.

Finally, cou .unication path knowledge reflects the current user-to-user
connections in the network. The primary unir of telecommunications service
carrying message traffic between two locations is known as a communications
channel. The three telecommunications connectivity entities are circuits, ..
trunks and links, which carry the transmitted signals in a communications
channel. A circuit is a path between two end-users, and consists of a o.-'..-
sequence of adjacent nodes and arcs such that no node or arc appears more than
once in the path. A node corresponds to a location where a communications
signal may be originated, manipulated, or terminated, and an arc consists of
the set of communications channels between two adjacent nodes. Examples of

* nodes include end-user points at some location, drop-and-insert points which
correspond to intermediate nodes in a comunications channel, and PTT-pickup
points where a communications channel is transferred from a DCS controlled 0
transmission facility to a common-carrier transmission facility. A trunk is a
single communications channel between two or more nodes, and may itself be
channelized; a trunk or any of its channels may carry a single circuit or
another trunk, and the signals at the initial node and the terminating node of
the trunk are in the same form. Finally, a link is as described above in the
equipment configuration knowledge. It is a transmission facility, such as a S
cable or microwave radio system, connecting two adjacent nodes, and may be
cnannelized. Also, the topographic terms of node, arc, and path are related
to geographic terms location, link and route. That is, a route is a sequence
of transmission facilities traversed by a communications channel, and so can
be described by a sequence of locations and links. Also, coinunications path
knowledge is time-dependent, as circuits and trunks are associated with a 0
particular configuration only for a finite period of time, and may be
alternately routed if necessary.

Design of the Knowledge Base

A frame-based system is used to embody the equipment configuration 0
knowledge and equipment state knowledge. This allows us to easily describe
specific pieces of equipment, including its current state, where it is
located, and to what it is connected, and also to describe the specific path
components involved in each connection. In addition, generic information
about each kind of equipment and path component is easily captured in frames,
which are also used to provide default values and information on actions to be
taken during problem solving activities involving items of that type.

Figure 5 gives an example of the equipment configuration of two sites
connected by a link, and Figure 6 shows how this knowledge is stored in the
knowledge base. In the latter figure, a semantic net shows the relationships
among the various frames corresponding to specific equipments and arcs, as
well as generic frames, and closely follows the hierarchy inherent in the ..-. '.-
system. There are instances of frames corresponding to specific sites, links,
radios, supergroups, level 2 muxes, digroups, level I muxes, channels, and
users, each of which has an isa link to generic frames for those items. ,-.. .
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This knowiedae base is currently being implemented in ZetaLISP on a
Sy ymbolics 3670. Cbet-orlented orooram-min_ techniques are beinq employ' d to
describe the a.stract data tvpes needed, and to provide data encarsulation."
This provides the modularity and flexibility needed in a developing system,
ana message passing corresponds well to communication in a distributed system.
In additiron, since man%, of the objects have hcmogencus features, the
implementatior. makes extensive use cf the flavor facility. For examrle, there
are many common operations to be performed on equipments such as radios,
multiplexors and switches. Similarly, path components such as links, -

supergroups, digroups, etc. have comon properties. Finally, the window
system provides a convenient user interface for creating and modifying th"
knewledqe in a co=mmnications network.

The choice of LISP was influenced by several factors in addition to its
availability on the LISP machine. PROLOG, for example, has many features
which would be useful in representing such a system, such as the direct -

support of pattern-matchina and backwards chaining. However, it was felt that I S

there is inadequate control over the search mechanism, and that it would be
difficult to deal with incomplete knowledge in PROLOG. Also, the support .
environment for developing large systems, including debuging failities an "'-" "
the flavor examiner, is su.perior in ZetaLISF than to any currently available " .'-
version of FROLOG. "

Graphics Interface

We have desioned and are currently implementing a program which

essentially provides a user with a graphical network editor. That is, the .1
user will have the ability to create, modify, and save cormunications-
networks. This facility operates on different levels. At the highest level, "

the user can draw a network consisting of sites and links by using the mouse
to position a site or to identify the endpoints and type of a link. These
sites and/or links can be added, deleted, named, or modified. The resulting.-
netw-rk car be named, savei on a disk for future use, or a rrr':icusly save "" '
network can be loaded. As the user enters this information, th Frcgram
instantiates the appropriate flavcrs thus automaticaiv tuildino a know!leJ.-
base. p
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For each mode in the network, a mouse-sensit~ve region is created, thus
a-owflg the user to select a site with the mouse ana enter :-e second leve.
o: the network editor. This causes the window associated with :hat site to 'De

made active, allowing the user to view the equi.pments and conzeccicns cnI
ctat site. The facilities at thi.s level are aaogous to the top l:eI. That

4.s, equipments and arcs correspondi*-g to supergroups, d:groups, etc. which
connect those equipments can be added or deleted by using the mouse to se-ect
and place pieces of equipment or to identify the endpoi.nts of an arc. Aga-.,
as the user modifies the equipment configuration, the knowledge base i.s

updated to reflect the changes.

A



V. PROBLEM1 SOLVING Sn.LA7ZGIES

in this section, we briefly outline our current views as to appropriate
avenues for development of some of the major problem solving agents resident
at each node. There are three of these agents which are highly domain
specific: performance assessment, service restoral, and faut isoacicc.

Performance Assessment *-~

The performance assessment agent at each node has the responsibility of
monitoring and filtering voluminous raw data. Its primary function (in the
rudimentary system which is our first objective) are those of detectimg when a
fault has probably occurred and assessing the area impacted by a fault.
Once this has been done, performance assessment may activate fault isolation
to locate the source of the problem or problems and service restoral to '.

generate appropriate restoral plans.

Performance Assessment must monitor three kinds of raw data: equipment

alarm and status indicator values, quality of communication as reflected by
user complaints, and system performance as indicated by traffic data. Any

patterns in the raw data that are indicative of a fault must be recognized and

handled appropriately.

Fortunately, the status and &aar data reported is only that involving

changes in the status of equipment indicators. Some of the alarm states on
specific pieces of equipment are themselves indicative of problems. Others

must be interpreted in the context of the status at other equipments connected
to one that is alarmed. We believe that the context of physical

interconnection structure in the locality of the alarm plays a large role.

User complaints form a kind of trouble reporting that should be
recognized and handled at once. Many of the user complaints may be confirming -

evidence of trouble that is also detected by the presence of alarms on various

equipments. In order to minimize the amount of work done, handling of user0
complaints may involve placing a very high priority on interpretation of
sensory data along the counaication path assigned to the complaining user.
This suggests that possibly, one fruitful approach to the design of a

% rudimentary performance assessment agent would be rule based. The control
strategy would be largely data driven, with user complaints dictating high
priority areas of interest.

At this time our efforts are directed mainly towards assessment that
takes active indications of faults as its primary input. Traffic data is also

* important to performance assessment, but it is significant in a negative
sense. Trouble may be indicated if there is a lack of traffic in a given
area. Although we recognize the importance of traffic data in a realistic

* model of this task, we have chosen to defer careful consideration of its use

in problem solving. For the present, we are primarily concerned wit
interpreting and assessing the impact of raw status and alarm indicators and
user complaints.

,Service Resora"

In the context of this system, Service Restoral has the responsibil:t y:
determining recomended control actions needed to restore interrupted service
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to users at different sites. One possible control action is often the use of
an alternate routing while the fault is repaired. There are a number of
"rules of thumb" and constraints that come into play in solving this problem.
Our proposed approach to generating an "alt-route" plan would view this cask
as a distributed constraint satisfaction problem. We believe that this
approach may provide greater flexibility with less complexity than a rule
based approach. The reason lies in the number of variations that can arise,
especially when multiple outages occur and multiple restoral plans are being
generared.

The assumption is that a new route is not required unless one of
two kinds of events has occurred: (1) service has been requested, so it is
necessary to establish a new circuit between two sites, or (2) some trouble in
the system has interrupted service between two users, so an alternative
circuit must be found. Service Restoral activity is initiated in slightly
different ways for each of these two cases, but the problem solving paradigm
is the same in either case.

In rough terms, the problem of alt-route generation involves finding a

new circuit between two users. If new service is being requested, the high
level goal of establishing a circuit between site A and site B is inserted on
the local blackboard of the controlling node for site A or site B. The
service restoral agent at a site with that as its highest rated goal
establishes a connection within its area of responsibility and passes the
subgoal of finishing the task to its neighbors. The neighbors operate in a
similar fashion: when the goal transmitted is the highest rated goal
(locally), that portion of a possible circuit in the appropriate area of
responsibility is proposed and further goals are transmitted to neighbors. In ,
this way, a plan for establishing service is determined.

The scenario is slightly different in a situation involving restoral of , ..
service that has been interrupted. In this case, there should be hypotheses
on a local blackboard regarding the channels, digroups, etc. that are affected
by troubles, hence should not be used. Existence of these hypotheses causes a .-.. .,goal to be created: restore service to users who were using the affected

resources. If this goal can be satisfied locally, there is no need to
propagate it to neighboring nodes. If not, a partial plan is generated
locally and subgoals are propagated to neighboring nodes. Aside from its
initiation, the way in which plan generation is controlled is the same in
either case.

At this time, we have identified three general categories of
constraints: those which reflect that a resource is currently fully utilized
(FDLLY-UTILIZED constraints), those which indicate the circumstances under
which a user may be preempted (PRIORITY constraints), and those which reflect
existing areas of trouble in the network (NOTUSE constraints). The problem
solving paradigm which is currently envisioned for alt-route generation is
shown in the diagram below.
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I observe local BB hypotheses
about affected resources

update constraints based on ,
what resources cannot be used
(VOTUSE constraints)

process highest rated subgoal
(highest rated goal dependent on

priority of circuit to be made

and time the goal was posted)
(goal is of the form connect X to Y:

if there is a spare, assign it
if not, preempt lowest priority

post goal of connecting preempted segment
assign the preempted resources)

•0

1V propagate results
(send new bindings, goals, and circuit changes

to neighbors
update local knowledge base)

SV go to

Fault Isolation

The task for this problem solving agent is to pinpoint the specific

location of a fault vithin a network, a circuit, or the transmission media
which carries the circuit. The trouble may be an outright failure of some
transmission facility, or it may be the result of degradation in the quality
of communications rendering a circuit useless. The first step in fault

isolation is to recognize that a problem exists. Trouble recognition is a
function of equipment sensors and alarms, user complaints, and quality contro .

testing. The Performance Assessment module analyzes this raw data, quickly
assesses the impact of the outage, and posts initial hypotheses concerning .

probable sources of the fault(s). This activates the Fault Isolation module,
which then analyzes the equipment alarms and posted hypotheses, suggests .
diagnostic tests to help locate the problem, and deduces the faults which have
occurred and the facilities causing them. This task may be complicated by the "."'...
fact that the incoming sensory data may either be incomplete or it may contain

conflicting information. For example, the failed equipmnent itself might not 0
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generate an alarm. Also, the original problem may, and often does, generate
extraneous or sympathetic alarms which then propagate throughout the network.
Finally, multiple faults may generate a large collection of data which must
then be sifted through and unentangled. Thus fault isolation must efficient> 0
discard artifacts such as sympathetic alarms and determine which tests are
necessary in order to isolate the trouble rapidly.

We believe that a rule-based forward chaining paradigm may be useful in -
solving the fault isolation problem. The rules are partitioned according to

* -' generic equipment type, and there are a fairly small number of rules for each •
kind of equipment which correspond to the kinds of alarms which may occur for
that equipment. The antecedant for each rule consists of a possible alarm or

% - pattern of alarms, and the consequent consists of an action to be taken, such
as to post some message on the Blackboard, or to request more information or .- j
initiate a diagnostic test.

Rules such as those mentioned above embody shallow knowledge about the
system. That is, they map patterns of symptoms to diagnostic conclusions.
However, human experts performing the fault isolation task often resort to

-. otmexperience and using fundamental knowledge about the nature of the equipment .10. in order to diagnose the problem more rapidly. hus we envision augmenting a"""

simple system to also employ such deep knowledge and to reason from first
principles when necessary. The knowledge would need to contain information on
the functionality and behavior of each comonent in the system, and a
mechanism would be needed to control the reasoning process, and to either
activate the shallow inference engine or the deep inference engine.

0It is envisioned that a goal structure would be associated with faultisolation to aid in control of the agent's problem solving activity. Such a
goal structure, together with partial hypotheses, could guide the search for a
solution, assuming the existence of a high level goal such as "find tae source
of trouble". Subgoals of two types aid in satisfying the high 1evel goal. A
subgoal of the form, "Perform a test", requests more sensory data from the
communications system. '"what do you know" subgoals request information from
neighboring nodes. Multiple activations of Fault Isolation by Per.o-mance
Assessment must be handled carefully, recognnuzing that several activation
messages may be sent to Fault Isolation from Performance Assessment as a
result of the same problem.
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VI. PROGRESS RErVIEW AND F=RE DIRECTIONS

The major goal of this five year research project is to answer "'
fundamental questions about distributed problem solving systems. We believe S 0
this goal can be achieved by the development of a testbed for conducting
experimental studies on the performance of various distributed problem solving ".' * ..

paradigms. The testbed embodies an application domain which is naturally
distributed and which presents a challenging set of tasks for problem solving
agents.

At the completion of the first year of this effort we have gained a
sufficient understanding of the application domain to formulate a general
model of the problems to be solved and to design a representation technique
for the domain knowledge necessary to solve these problems. This .

representation technique has been partially implemented using an
object-oriented prograing methodology. The result of this effort is a
graphics-based tool for the construction of a specific instance of a domain
knowledge base. Our analysis of the application domain has identified three
basic types of problem solving activity: (1) a data interpretation and
situation assessment task, (2) a diagnostic task, and (3) a plan generation
task. Each of these tasks must be conducted in a distributed environment.
Candidate stategies have been developed for performing each of these tasks.

In the coming year our efforts will directed toward completing the basic
testbed environment, and implementing initial versions of the problem solving
agents. Another part of our work during the next year will be to acquire the
detailed knowledge about the problem domain necessary to construct a fairly
cozplete knowledge base. Our plans for knowledge acquisition include
continuing study of the available documentation, interviews and discussions
with experienced DCS system controllers, and actual visits to representative
DCS sites.

26.26a • '-""
" - "-" "."!"



[]R. Davis and R. G. Smith, "Negotiation as a Metaphor for Distr uted ... 0..o
Problem Solving", Artificial :ntellizence, Vol. 20 (Jan-. 1983' 63-109. -- '......

[2] R.C. Smith and R. Davis, "Frameworks for Cooperation in Distributed '---'-'-'
Problem Solving", IEEE._ Trnacin on Ssts,=, Ma. Ind Cvbernetics, - ::.
Vol. C-129, No. 12 (Dec. 1980) 1104-1113.

[3] D. M. Schutzer, "Concept of Control of a Military Digital Communications.-..-: .
Network", ICC 76 Conference Record, (June 1976), 34-7 - 34-13.-'-.-..-[

[4] E. H. Sbortliffe, Co =uter-based Medical Consultations: MYCIN, American """"-- -4
Elsevier, New York, 1976.e.P.P

[5] RL. 0. Duda, P. E. Hart, N. J. Nilsson, and C. L. Sutherland, "Semantic-.-".
Network Representations in RLule Based Systems" inD. A. Water-man and F. _-.-,..
Haves-Roth (Eds.), Pattern Directed Inference Systems, Academic Press, -- '
New York, 11978. .. ,,-.

[61 R. Davis, H. Schrobe, W. HAMCher, K. Weickert, M. Shirley, and S.
Polit, "Diagnosis Based an Description of Structure and Function", ...-.

- .- ~.:i-.-'. .-

Proceediazs if AA.AI-82, August 198. ... ,

- . - - .

[7] M. S. Fox, S. Lovenfeld, and P. Kleinosky, "Techniques for Sensor-based .- ]] j-i
Diagnosis", Proceedings of IJTCAI-S. August 1983.

(8] T. Finin, J. Mc.Adams, and P. Kleinosky, "FOREST - An Expert Systez for ",-."'.
Automatic Test: Equipment", Proc. First Conference o. Artificial.---,---
Inte:eience Applications , (December 1984), 350-356."".'-"%

191 F. ?ipitone, "An Expert System for Electronics Troubleshooting Based on%

Function and Connectivity", Proc.- First Conference on Artifici a" :...,,
Intellistence Applications, (December 1984), 133-138. .....-.'-"

[101 D. Corkill and V. Lesser, "The Use of Meta-Level Control for Coord--i:oz .-. .
in a Distributed Problem Solving Newr", Proc. of IJA.8 Augu2
1.983.

[Ill] D. Corkill, "A Framework for Organizational Self-Design in Distributed
Problem Solving Networks", PhD Thesis, Un~iv. of Kass., Amherst, Mass.,
!983.

r

'121 Defense Co--,inicarions Agency Circular 310-70-1 (DRAFT), Vol. 1 (.March
1984), Vol. II (Oct. 1984), and Vol. 11..

['"Defense Communi'cations Agency, "Baseline Conceptual Design For 7'he DCOSS
Data Base", July 1985.

4

2 [- v ..,...-i,-,

• o - -

[..- .- 1.. R .- -i- s nd ..- . C. Smith.-. , "N ,go.i'... o a-.s :- a " "eap o for Dist"r"i- ./ >,>u'. e.
- -.... Proble... Solving" ,. ,' . v Art..-i -. .-.-.-.c.ia- .]-'-. ". ....e- - .- . ,enc-e-.. " - '.0"(Jan.".."8."-3 .9-



A SRARED KNOWLEDGE BASE FOR INDEPENDENT PRCBLEM SOLVING AGE

C',.rk6oo Universitv
Potsdar, N. Y. 13646

Abstract &c es 5 to t he sane base of 'c&' code knowledge
about the state , structure , and ncrra 1 y expected

In this paper, we describe a knowledge behavior of the network, 6o design of the co'.on.
representation scheme that i a intended to bt 'ca knowledge base is of some importance. 1 n
compatible with two modes of problem aolvicn- this paper, we first discuss the application
activity in a distributed problem solvirpt domain and the tasks that are currently performed
environment . The application doma-r of interest by humans at the node level. Next we describe r
involves the situation assessirent, diagnosis, are strategies for solving two major problems that

*planning necessary for mcn..toricg and control cf Must be addressed in performing these tasks. We
large comunication systems, then describe the comson knowledge needed to

Pe rf o rm each of these tasks and our design for a
common knowledge base structure. Examples are

I ntroduction given of the problem solving activity performed -r.
using this knowledge base an doing planning and

Our- research 6s ultimate:. conce-red w'th d'4agnoss relevant to the montciortg and control
incvest gat -ng ooocperatcn paradigms for of commrcation systems.
ltstrtbuted probler solving in the coctext of an
appl.ication domain that ooole thr.iotg olcto Domain:

*and control of a large coumnicat ion network. The S116tm Cntro Problems for the DCS
end goal is one of developing tools that will
assist the technical controller in the field under The Defense Colsinication System (DCS) is a
normal operatrng conditions and especially in world wide military conicactions network
tires of stress. consisting of various transmission and switching ..

facilities. System control for the DCS involves
Distributed problem solv-.ng .s concerned with four categories of tasks: data acquisition, data

*the activity of several. problem solvintg agents .r analysis and assessment, decision making, andr
andI r:

* determining a solution to a probleM. It has been control action execution. These tasks support .

characterized as the cooperative solution of functional capabilities for dvnaa-.c resource
* roblems by a decentralized, loosely coupled allocation, system wide performanc'e ssessment and

collection of prcb'.ern solv-.=g agents 11,!~. It. fault isolat,.on, and restora' [3]. At the presentS
our applicaticn dra-.r, problem solving activity time, the ony tasks that have been automated are
is dtstr-buted -.r two distinct ways. There is those zf data acquisitoo n xcto ffw. w

* phsica: distribution as a result of the ve r v o.w :eve: control actions. Our research o
*geographocal separat.on of the various dietd twrs development of intelligent--

ccmu.caticns nodal sites. At eacb node, there systems to support data analysis and assessment
is a need for functional distribution to solve and decision making activity. In this section, we
problems with distinct goals and differing problem give a brief suiniry of the organization and
solving paradigms. This paper describes the operation of the DCS.

*design of a knowledge base to be shared msong the
*problem solving agemts residing at a single node. The DCS consists of a variety of

t ransmiss ion , switching, and terminal facilities.
At each node there are several modes of Ue refer to any sincgle such facility as a station

ir.telligent beh~avior required. Examples include or sie ytem control actovtisaepromd.
interpretation of large a-ounts of raw data in at a subset of these sites which we will refer to ~
performance of situation assessment and planning as nodes. The tasks performed at these nodes
functions. Each of these functions requires ncue performance assessment, service

restoration, and coordination of activities with
other nodes.

* h os research was supported by the nmited States A ahnddt scletd lcly a
*Air Force Rome Air Development Center under the node and via remote sensors at sites "near"'"%

contract F306C:-8S-C-0008 through the Hortheast the node :n it area of respons-bility. This data
Artifici al Intelligence Consort oum.
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is collected from a wide variet'; of sciu:Ls, .roolem S0.v.L5 ie..n.;es ar e:..r t'e -

is both vcuminous and potettia..Y toonsisteIt. experience, and . ccc -:oat ;coarcg tec:a"

it is used to assess the operating status and ccctrc':ers a: 4:fferent s.es :s sa..
performance of the oetvork. Thi; Is the recessar' ti resc:le d.sc=erar- ces.

performance assessment task. The data Is also

utilized to detect and localize equipment failures Faut "sclatc"-.

and 1 Ink or station outages : doing fau:t %

Isolst:on and diagnosis. in additcon, decis:ons .0 tn e conex: :: - a :a~ -

must be made at the node level (as well as at the tlure of some f'-r:oo':. As a ps_ jt -r a -a.'-.

system w:de level' as to whether or not Some or 'or some ccmbizaton :f f&auts , a set : alar-"

Wl, traffic should be rerouted iri response to a MAY be genersced. :r. add-tor. degradarcn r:
particular problem. Even if a first decision qs qua:itv of com-u:cat-cns -a% make a .t. ' -"

not to reroute traffic, plans for rerouting ust useless. The fault :so!ation task Can te S:ate: "
be developed in response to changing conditions s5 brief:y as fcloCus gven set of alar-s ar ,-

that they can be implemented rapidly should the user complatts, deduce the faults that %*e

situation require immediate action. Although the occurred and the equ:pment$ caustog thez. •
scope of this research is presently focused on the

aspects of system control mentioned above, the OCS The basic problem sol':r2 parad:g= f:r

as a problem domain incorporates a number of other Solving this problem :s a starcarc one : es:e::

tasks as well. Some of these are switch:ng and systems" observe the pattern of alarms a rc

congestioo control. complaints; by.othesze p oss.be sources cf a
trouble, comunicate with other nodes if necessar.

The problems invoved :n the mon:tortng and to confIrm or d:sconfirm the hypctness, re:crerc

control of a militarv comuntcattcns system are correctve actioc.

significantly differert from those faced by

coercial carriers io this country. The sing:e Two factors act to decrease the :erta:ntv

TCst mrcrtant distinction is found in the fact factor associated with a part:cular sggested

that some of :he traff:c is vita: to the nat:onal olut:or. Cne cs the preserce of ccrfltotirg

security, and that it becomes even more essential sensory data and extraneous or svmpathet:".

that this traffic not be :nterrupted in times of alarms. The other is te observation that sensc: - - . I
Cr:sis. ThIs factor :s exacerbated by the data e s often ncompete. There umy be no ala-m

relatively sparse coonect:v:ty of the network. from the failed equipment itself, so the .

For exam; e, I: the European theater some 33. of iformation available may not be sffiZ:ent ! -

all stations are directly connected to only cOe exactly pnpocot the trouble. For this reason, i.

other station and anotber 40: have dtrect links to Is necessary to incorporate a measure cf

only two other sites. The problem is further confidence that the equipments Ideotified as

complicated by the presence of various levels of faulty are indeed faulty. This sort of thing has,

prior:ty for users. sigh priority users will of course, been done before to rtle based expert

preempt those of lover pr:ority. All of these systems f4,51. We envisioo a task specif: c

facets of system cOntrel make :t a problem in knowledge base which enab:es a fault so.atlcn
whtch assessment and decls~cn mak:ng must be done Sgent to qu:ck:y d:scard art:facts such s

very quickly - as close to real time as possible. s%-mpat.het c alarms and jeterm;ne %,hicn tests

* n.ese functions must also be performed under sho,;:d be perfor-med tc ;oolite the trcu:,e

stressful ccod:tocs when the .ntegrtv of much of rapidlv. Examples of related .crK cn faut

the system may be in questcn. detection and cso lat r r :r arduare [.o Ude : e

6crk des:ribed b-' . %a crK :r. fa'.

:lte2lentj Systems for :solatioc Is related most .cse>v tc that fcuod .r •

Fault SCstcc aodRestcral [:. we rnccrpcrate a causal mode: of svste"

compccents : re:ate observed svs:ec behav:zr .

There are tc ma-or system control taaks with candidates for specifi: fa;:.ne re:(-ar:ss. Te

wh:ch we have been most concerned. One is the diff:culty arises because thss model :s n: a

problem of detectcOg a fault and locating the simple formal rathematics, mode.. Instead, ct

equipment causing the trouble (fault isolation). a complex model which Involves a large number j

The other is the problem of generating restoral variables, many of which are not read:lv

plans that would restore service, especially to measured.

high priority users, in the case of service

toterruption (restoral). Restors

These problems have been studied extens:velv An outage occurs :f cosunccat:oneersoe

6 in the context of conventional algcrithvic between two cr more users is interrupted. Outages

approaches, but the DCS is a problem domain :or may result from equipment failures, natura. .1 . -

which adequate conventional algorithms are disasters, adverse atmospheric cond:tcons, natura.

difficult (if not impossible) to design. Examples or intended interferer.ce, cr p hvsIcal ocnffct. ". '.. ,

of factors which suggest the need for intelligent When an outage -s detected and is est iratec oc

systems are: 1P the state of Ioca: kncwledge about coot rue for more tha7 2 r:ef t:e e.. .
global netvork status is often not accurate ic .es , tr scoe or a: he e e"

because it is not up-to-date; Z' there is services shculd be restored. Restora: means .

ambiguity in the meaning of monttcr pont alarms, finding alternati-,e paths or rcutes w .,h' z :, .

2 human technical contrc:lers ep:cy eur:st:c traverse tre attected es:coerts, cr56, stat c r,

268

,-7,



etc . At the present jtze erergericy rEst-:a. , IS kn~cwledge : s needed t c d e te = ne pa r s r
acne in accor,-anice ._zh prepared plans .h. a esoa because &guararteeirg ccrrec:.v.t. tee~r

*generated in advance and based on single failure t6c pit Ultite'. requrs ' ~ .',g

*assumpXt-ons. tet,.ctrk cOntectivitv to generate a..ernate pactrs

Rout.n problems ntetworks5 Eebe quiprert 'aek~~eg 5sr~a

exten~sively studied. Ind eed , mrany a gor 1 hrls have Zo rnfgurat .c rKz c.edg e n
teen ;ub'.rshed that arrive at best paths according distict. it : s kncl- .edge 4:Cut :r~e ;rt

tc a given criterion. The problem ccs that th~e DCS state of each ;.ece of ecL.precc. -,,6 na.:i

:s a retwcrk .r. vhic =arv of these results are the fo~ o f a sir-ple sta-evert such as t-e rao._

not applicable . Since ,here are :arious types and transmitter at staticon ABC has a tebou av eragF
priorities of users and additional con~traints power output. it =a% alac erzbceo. cc.LsCns t

presnt, the :onventional least cost path be drawn fromscpe ecatie:frtor. j

algor.thms are rot sat,.sfactorv. More example, the statement Ocnterrncrg :cue :u:-:.
sophist~cated, general purpose constrained from a radio transmitter migh: be assoCcat&ed w.'~
cpcmczaticn techniques become irtractable g~ven the asserticn "the radio rece:%er at tre C.slan:
the size of the search space. end of tha is I k is :lkely t c exhibit a

sympathetic failure :r. rece,%ed s ,g na ;v
.e believe plan generat cn .5 an apprcprt~te Such knowledge e cla rl: needed . srfi n

Pr-cbDe r sclving paradigm for the restora. through a group of alarms indicating the cperatr-.r
probl.em. The ke-, cbservat.or tis that -cstora' t status cf the systerm in crder to perfcrm trnefal

a set of tndivcidual tasks which. are perforroed by a isolation fuact too. Si.: ar trfcr-=at-tcn -is used!
sequence cf notcc~utative actions. Charges are in generating plats for rerouting to deter-mtne
induced to the knc.~edge base desrILbtoig the alternative routes t hat are Oct likely to be
lcgtcal cetwcrk s truc tur-e as each step in the acceptable.

FrLcs of 7esor-.r.g a user is executed. The set
of ru-'es and :cridi:crns wntch: cnoslratc routing to. Comunicator patts represent Specific
a Cooventtcca: approach serve as the rls combinations of equipment which form a path

=tetcg either a fcrward c7 backward search between tuc or mcre users of a cc~un itat .con6

* roh 5sae space of a.ternat rIe-et,.crk system. Thus -cimurttatton path Knowledge -

cr~cgua: :r~ .erbtcdies kn~owledge at the :eve: cf a specific patt

'such as which equipzreots are util'coed -radtc, ,

F s 't.eqt_? fri Cvetet otr uliplexer, etc .1 Z also crc-crporaces
kncwedge concerning appropriate act tons to take

A c~ur c at _cr5 netuore cons :sts of1 a large it the event of interrupt ion of a path. This

*number and v~rietv of equiprerts which foarm the knowledge is used primarily inr the control of

essential resources uhth --u s t be managed. To local node problem solving activity. The
perform the VAto1us manag ement functions, detection of an interrupted path ic turn indicates
krnco.edge about the structure and the function of a need for both fault isolatrcn ard planning for
tre ccruottattcrS retwcrk Its needed . We have restoral.
iiernt:fied three genera. t,.;es of kncvledge that
are recessary for perfc7Tarce of the svstem In designcnrg a k now 1edg e base that

Scortrc. turcttone oet .r.e to toIe -,revcus incorporates the ktinds of kr.o%. edge renttocec
*settocz. Th ey a re E iutpn t coniftgurattoni above, we fE t that the str-ucture of the systems

kr% noedse, eou i;rer.t sae knowledge, and that are the ob-ectof rben sc.%trng scty:

:orurtoat rn paths krcwe~ge . r :he paragraphs should be reflected as clcselv as p:cssib.e . :he

-- - - e oreflv cuz~ss each of tee reasons rfor this decteo s .0 t-c 1t i e xcces o
-a:eg-7ries j7d .rerttcr -hv each ts reeded to do probl em_ 5C. sov 1rg to he ;perform-ed stg

* .u: ticat tor ard resrora. . *nc,.edge presert. As ts evtdelt f:-- -~e
dtscussion to the ;recedirg s ec co r, etwcr -

t ,ct:7er t :rct-gurstc.cn Knowledge is structure natur7al>. gu e :-e ~~
t eclaratc.ve kniculedge about the physical solutton io man,, bktuattons.

Sccnftguration of the network. Zr -coctudes pieces

where each piece of equipment is located, and to highest level are sites -ccnneoted by itks. !2-h
i~a t Ls connected. It a'so incorporates more site is named, has a phvscoal :ooatccn gtver by

general knowledge about specific equipment types, its latttude and longctude, ts assoc.sted uith ;t6
such as what status data is3 avatlabie and what incident :inks, and 'has a local equitmert

..ratg characteristtocs are normal for the cncuacna h te ah ln sas

del.ice. Inr the aggregate, ecutp:ment -coofguraticn 7amed, ha9 assootated e-c-,trtS Site- 'C' Wr,- j

knowledge is also knowledge about netucrk cs connected' sod an assC Ated medte category.

* topolg.. The conniecttvty of each tndividual Ain exar-ple of a grpcs epresertratco fcr a
;.ece of e quti; .eo.t to others, wher taken as a poroo :: :f a netwo rk t s ,wr .r t gre
.hole, has :np . itt tor i t th~e ent .re network
Sitr1uctu re. fuprent conftgurat~or. knowledge is Fach ma-or net~cro J.orr tIe . P eac Z

na e-essar, to dotorg fault ; s ol.a t icn. Th.e stte ar. eaco . .oLe -dz :Pr'as c. atrt

netWork otnoertivctv is needed tn dete.ring the "tatl are d e terr ed t.s altttbutes. Fer
*ultimate source of a trouble because ala rms eya=;ple, a lrnk>. :A-a:Prtst: s a. eeroe

prcpagate Peon. lt~s in general. The same i r :re a :ace r.na.Ato
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On top of th~e physical network, largely fc-
CHV MOthe purposes of providin~g a structure for areas of

*control responsibility, .3 a des-gnat:cc of
COcertain sites as subregicna' 000:701 fsc!it-.es %

(SRCF. Es ch, SRCF ha s a decignated area :f
responsibility and each s..ie, at ac% pc~ct

Sf0 time, carries cut ccrr. sc::ns geerated at::
CRS MIN SRCF. This controling superstru::..re nust asc

be represented. The physicsl network serves as a
carrier for Macy different logc:a: =etworks, fcr
excmple, packet switched data, ded-cated data, and

LOW Secure voice co-tincations. Though the knowledge -

base design discussed in this paper does =ct mocdel
the existence of these subnetworks, we expect that -

F IGURE I they will be incorporated in future ref ineverts cf
this design.

alink's type (i.e. microwave, cable, satellite,
etc ) and capacity, identifies a great des'. of in the DCS, each user occupies a charms:,
dcoain specific knowledge concerning the expected several channels are multiplexed together t,- for-
behavior of the link and the traffic it can and a digroup, and digroups are mul.tiplexed to for=n
should be perxitted to carry. supergroups. The infcrmat*-on concerning spec ific

channels, digroups, supergroups, users, and
Each site, on the other hand, has an expected traffic priority must be incorporated for the

behavior determined largely by its local equipment purposes of aiding o~rculp restoral. Th,.s
*conf igurat ion . Figure 2 gives an example of z. knowledge is dynamic , changing reiatively

"typical" site configuration. As can be seen , n frequently in some cases while staying reasonably
t hisa example, a site contains a number of pieces stable in others.
of equipment: radios, multiplexers, switches, and
crypto gear interconnected in a particular After considering many aspects of the
attern. There may also be spare equipment eay problem, we have settled on a frame-based systewr

tc be put in servi ce v,.a reimote control acticn, to represent the knowledge assicc-,ated with stati-c
*Sufficiently many different local configurations components of the systeim. Thia allowed us to
-\are possible (and ever. present in the current DCS) easily describe typical instances and situat ions,

that ~tis not practocal to categorize sites in to provide default vle n ihrtne o
t he same broad manner that l inksa can be properties, and to do procedural attachment of

categorized. Each specific type of radio, knowledge needed in controlling problem solving
multiplexer, and switch has its own sets of alarms activity. Most of the task-specific knowledge is
and status indicators. Thus each site's set of centered in the independent agents, each of which
possible status signals may differ from that of has access to the coon knowledge base.
others .

LINK RAI)1 AIO LINK

GROUP GROUP

USERS USERS

FIGURE 2
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in. Figure 2, we show. an exam'e of two9 't e 6 tested to identify the most likely candidate. The

cornected by a link. The '.Cc&! site configurat.cl example does tot address many of the detailed

as wel. as the l::zk between sites is s hcwnr. aspects of the problem such as -ccrdiracicc w,,th

Extrapo~atirg from this exampl.e, we show the distan~t problem sclv~r.g agents , existence of

s truc tu.ra.: and :ogtcal relatotslips that are con f :ict -.rg sensory data, and ircccm~ete :
'.evart to system cortrcl nFgr .Ti inaccurate knowledge of tne network t a te and

diagram is in the form of a sewartoc met like structure. Rather, this example :s :r~erded

structure that explicot'.y eXpOses property merely to i liustrate the problem solving actoo'

inheritance ffeatures as well as physical and and the use of the Proposed knowledge base .

.ogical relaticuships.
The assumed failure .s interns: 4

U'pon examirning this structure, it is not multiplexer M2 at station LON and affects only the

difficult to identify several, typees of frames that transmission of digroup C3 signals into supergrcup

should be incorporated. Frames for subregion, S2 . Since the fault is internal to M2, there mayv
site and link Instances are clearly necessary at a be no local alarms generated from station '-C)N
hixg h level. At the level of physical equipment, indicating the presence of this failure. The
structures capable of holId ir. g descriptions of corresponding supergroup at station HIN is S4, and
radical at least two types of multiplexers, and the corresponding digroup is C5. At stat ion MIN

su.tches are rqod. Finally, frames fcor the receive side of multiplexer M8 will detect the

representing the groupings involved in the user, absence of a valid signal for digroup C5 and
channel., digroup, and supergroup structure are produce an alarm indicative of tbis signal loss.
reeded. Examples of frame structu.res acd their A similar alarm will be generated by the transmit

reeatslots are found in Figure 5. Knowledge side of K7 , and by other muIt iplIexers downstream
concernin-g corc~us-.cs to be draw? and actions6 to ;.e. at stations CRS, CRO, etc.) until t he
te taken in the presence or absence cfE e qu iprent digroup is finally demultiplexed into component
specific alarms os :cntainied ,n gener'.o frames, channels. The existence of these alarms would
7hese frame; are :inked t: related Lnstances by trigger a performance assessment agent which

means of "iss" connecticris. determines the affected comunications p at hs and
Tcdif-oes the equipment state knowledge base.

The faul isol1ation agent accepts sensoryp
:n t his section we descrohe two .oh rput of the following kind;

* smpl.!foed examples of protlem solv.ng acty~.t

c vc1V1=g fculIt .so'atoc" and rcstcral. Ineach (station equipment alarm)
case a number of assumptions have been. made and

* only two or three domain specific rules are used Based on the scenario described above, the
in order to keep the example within the scope of following alarm reports would be observed:
th is paper. The intent of these examples is to
focus attention on the use of a shared knowledge (PN M8 RX input ices)

base for two relatively independent problem (1.1N K7 Tx output loss) .

5: sVirg agents. Both examp~es 7efer to t he (CRS M- RX input loss) ..- $-.*

network structure given, rn F-.gures 2and 3, aset.
we!' as the krc.owedge base szructure .n Fo.gu.res 4,

a C. irn the frame for generic !eve.-2-= :tiplexer,
there are Slots for each potential alarm. The

:SL.t :solatocr - Example of 1'oagnos-s follers for these s lots embody knowledge
concerning the onterpretator and impact of each

th16 exampl:e we tlutae a spec-.fic alarm and even some combinations of
* hcowedge-h.ased diagnost:: process Which proceeds alarms . In this case, the alarms at MIN on the

t, f,.rst fo:lo:w.rg a deduct oVe rea3onorg path to a uL;,tip lexers indicated cause formation of the

T pausi:fsc c~ f svcl~~ each of wlllch o then followong hypothesis:

L2 -
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FIGURE 5

Further refinement is not possible at this point
without additional data, and thus a request for

I the absence of an alarm of radio R3, snother equipment tests would be made in order to resolve
hypothesis is also formed. The trouble could have the ambiguity. The problem-solving paradigms

beer caused further upstream than HIN, and involved are related to these used in the

rltiplexer M2 at LON is the next piece of vehicu.ar monitoring testbed developed at the

equipment that could have caused the problem. University of Massachusetts [l0,l .

This is determined using ph:yicsl connectivity % E %oa.r

(represented via the "input" slot values for the Restoral - Example of Plan Generation r e

.rad:c and multiplexer Instances and the o h case, ve assure the tolloving

"ccnnected-tc" and "endpctnts" slcts cf radios and %ttal operating state: .1
lirks, respectively. As a result, there is an

add::na hypothesis, name- v..Z

U_ - ':plexer ' at LON has a ;art:- alure.
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1. Introduction.

The (C'lgate t "niv cr-it\ projecl in the framework f the North-Za.-t Artiticial
Intelligence Consortium is devoted to the design c4 a planner system for the application
of' I &- W (Indications and Warning). The specification of the task a.: above has evolved
in the course of this past year from the earl' direction of intelligent database manage-
ment toward the emphasis on the problem-solving activity. The task of the project is %.. ,

two-pronged:

A. Design of a system that will

1 obtain as input messages concerning events in a model of a real-life subworld:

2. 'understand' these events by detecting what plans they are parts of and.
whenever applicable, what goals are pursued by the instigators of these
events: , .

3. produce (suggestions for possible) plans of action necessary in connection -.

with the situation in the world.

B. Implementation of this system for the world of I & \V (the Indications and Warn-
ing applic:it ion).

This general task includes a large number of subtasks, many of which require ,

significant research effort. \Ve have concentrated on designing the mechanisms and
knowledge bases for the problems of plan recognition (a part of 'understanding' in 2. -'-

above) and plan production (in the framework of 3. above). We excluded from our con-
sideration the problems of perception (speech, graphical, or visual); the problem of ..-'

understanding natural language inputs (that is, understanding the contonts of mes-
sages), as well as actual performance of plans suggested by our system. 0

The conceptual background of this effort is described in some detail in Section 4.
The historical background of the project and the way in which it merges with other
efforts in the consortium is briefly discussed here. Cooperation with other research
teams within the consortium, especially with the University of Massachusetts project
led by Victor Lesser and Bruce Croft, led to the state of affairs where plan understand-
ing and plan production has become the main thrust of the research effort at Colgate.
It was decided, in consultations, with the project monitors at RADC, that the natural
language aspects of the task will be postponed till the next stage of the research. - -

2. Strategy. .

We have taken a concentrical approach to the task of designing and implementing

the planning system. In other words, we decided to produce an implementation for

every design version of our system (called, for historical reasons. POPLAR). As our stud v
of the problem of knowledge-based automatic planning progresses, newer versions of the
system will appear. 0

In what follows we describe in succession the design peculiarities and the imple- e

men tat ion characteristic., of th le wo versions of our s-stem (PIP 1.3 and POPLAR .

2.0) that were developed over this ps.t year. Next we set the goals for the

S%
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implementation of the next version of the system (3otPL\, 3 ii TM 'his l,.t v ersicn intrc.-
duces very substantial changes in the overall design. iod th,, nm t vr ,cf ht pNj. N 4
will be devoted to their implementation.

3. Technical Content.

3.1. POPLAR 1.3. .

3.1.1. Introduction.

This paper presents an overview of a cognitive modeling system centered around a . ,

personality-oriented planner. and then describes in detail the types of knowledge it uses
to make control decisiuns. POPLUXR is a model of an intelligent actor capabl- of plannina I
sequences of control and domain actions in a simulated world that exists independentl.
of the planner. The world is a simplification of the 'Dungeon' computer game environ-
ment. The actor makes control decisions on the basis of situational knowledge as well
az- its personality cliaracteristics (character traits, physical and mental states) and it,
beliefs about personality of other cocnitive entities in the world. POPL-kR is a step I 0
toward an Al system whose behavior is psychologically justified and can provide the .- v -.
basis for aii experimental test ld in cognitive modeling.

3.1.2. Setting the Stage.

The POPLA.R planner is a component in a model of an intelligent actor. It is an
approximation of the human actor in that:

i) like hurnans, it possesses i tiltiple goals with associateud plans:

ii) like in hurmans, its control decisions depend upon multiple sources of information.
e.g. input from the "objective' world, its permanent character traits, its temporary
physical id mental states, aniid past experience:

iii) like humans, it is immersed into an *objective' world, changes in which can be
introduced not on lv by the actor, but also by events beyond the actor's control.
making, it nectessarv t, deal wit i non-mont,,1onici(v.

W e believ, that the .ssenlee of an int.llizent actor's cognitive activity is best
described in terms of the folloxing loop: e

1) perceive input stimuli (sensory proprioceptiwe Or nent:al)

2) generate goals con ne(t d with these stin ul i:"

3) schedule the most important goal instance for the given period of tinie: the one to
which the actors cognitive resources are allocated:

-t1 choc,,c (occ:.-i,,ally. crate) and I S

5) execute plans to achieve this goal. including performance of physical, verbal or
nerntal :jt ins that are conlponents of these plans Execit ions of the loop provide.
co n t In nlis ciig mi t 11 t11d stl IniilatI ion at severalI levels. Phic~m aictions intr u. n -. .

changes in th e objective world. Verbal actions can provide sensory input for other

279
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intelligent actors in the world. Mental actions introduce changes in the wrid ,I
the actor himself (his event memory and beliefsI So. the actions by the act,-r and

other actors in the objective world change this world. and theref,-re. provide nef - .

inputs for the system. . . s,

POPLNR 1.3 offers a solution to above loop components 2), 3), the non-creative e

part of -1), and the mental action part of 5). The visual perception portion of 1) and th'
physical actions of 5) are simulated through interaction Aith the human user of

POPLAR.

In the current implementation there is no natural language capability (Li.e. the ver-
bal behavior el 1j and 51 are not addressed). Nor do we tackle in any complete and
principled manner the extremely complex problem of learning (one facet of which is the
creative part of 4).

The central cognitive and architectural points that distinguish POPL-Ud 13 are, in

addition to i) - iii) above, as follows:

A. The choice of the type(s) of knowledge for scheduling (cf. 3 above) and selecting
(cf. 4 above) activities. We proceed from the assumption that in a non-trivial "

world these operations should be based on a psych.,lgically justified n,,tel of

human cognitive behavior. This property makes Por'LALR 1.3 personality-oriented. S
i e. provision is made in the present model for introducing personality factors that

influence goal generation and plan selection".

B. Decisions concerning the organization of metaknowledge that monitors and directs
the cognitive processes of goal generation and plan selection. PCiPLXR 1 .3
represents such metaknowledge in the same framework ,as the domain plans (top-
level, intermediate and primitive). This allows them to he processed by the same
reasoning mechanism.-.

3.1.3. The Conceptual Architecture of POPLAR 1.3.

The conceptual architecture of POPLAR 1.3. as presented in Figure 1. consists of'

the following rod ules

1 the objective world, informat ion from which and from

2) the regulatory system (,I the act or (cf Norman. 1,q l I. where the non-cogntive
k nowledze about the actor's character and physical and nienjt a stales is stc(red. i,
obtained by

3) the sensor, which processes this input and produces, in the short-term memory
(STM) of an actor,

4) the snapshot. in which the objects currently, perceived by the actor are stored,
with their parameters, to be scanned by -

5) the goal generator component of the reasoning mechanism (the cognitive
module) which produces
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Figure 1. The conceptual architecture of P~OPLAR.



3.1.4. The Implementation. %

PPlLkP 1.3 is an implemcntatIon of the abfove conIcept U:i ~.hrIn ii .! .0i' 0' S
application domain. It has been implemented in PE.-PL IDeerinc et :d_ 9.. I \%hi wh rw i,
in Franz Lisp uind cr VI. nx 1.2.

The world in w.hich POPLAR 1 3 is immersed is reminiscent of that of tip he w'-
known -Advent ure' or 'Dungeon' games. W\e represent a cave in which tPA satr

can find and react to enemies, treasures, tools, Aeapons, fooxd and other ohjects. It is
important to understand, however, that POPLkR 1.3 is not a garne-plavyig syvstem. We
are in the process of' applYing the sYstemn in a different domain (the office world).

At present POIPL.AR's actor is supplied with three ba-sic goals-
1) 'Don't get Killed'. dubbed Preserve-Self-i or PSI

3) 'Collct as- iuch t r('asure :is poss ible-'. Get-Treasu r, or GTR.

In 1-'OL-kR 1.3 the systemn is making the decisions about what to do next. %0hiko ItA

is; thle responsIl~itv of the user to provide it with input and means for verificat i-n of
s u ce~sof at ions. 1 he uiser, th er('fore. p royvides' thle testing grou nd for thle snvslt in <

em pirical experience, in th(' world. 0

Withi this caveat in mind. let us see how PCOFLkRP 1.3 is organized to allow its actor
t'aCt In t 11I env Iron ment.

3.1.5. The System A-rchitecture of POPLAR 1.3.

POPLAR '1.3's system architecture (Figure 2) represents the conceptual architecture
,F Figure 1 withI im plemenitat ion restrict ions superimposed.

2 S:
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In POP"LAR 1.3 the role of the objective world including the provision of its rules.
'the laws of nature'. is assumed by the human user experimenter. The user also interac- S
tively introduces and removes objects in the cave and modifies their parameters. (In %
future versions we intend to implement ongoing changes in the objective world gen-
erated by the operation of if-added demons on a World Blackboard (cf. 3.1.5.2.1).

The user also either permits or forbids certain primitive operations to simulate the
actor s pragmatic experience. For example. the user might forbid the actor to pick up
an object that is 'too heavy' but previously believed by the actor to be manipulable.
This natural state of affairs underscores the difference between the objective world and
the world cf P(A'LkR'. actor and hi beliefs. It is also a means of modeling mistakes (a
necessary first step in trying to learn how to recover from them). --.-

The sensor and the output block are simulated in POPLAR 1.3's monitor (though % %

mental actions are performed by demons (see below).

When the user decides to add an object to the current world, it does it by listing

it on the world blackboard (W1BB). the data structure interfacing the objective world -- '.-

and the world of POPLkR's actor. WBB also contains a clock which guides all tem- .

porally spread processing ,

The STNI of POPLkRs actor has the reasoning niechanism (the monitor and the .

executor with their associated bookkeeping functions, demons) permanently connected
with it'-. ST.M contains one-instance metaplans: the goal generator and the scheduler.
STM al-o includes the actor blackboard (ABB), which contains slots relating to the
current state of -'OPL-]IR actor's activities, including notably the agenda of activated
goal instances.

POPLAR actor's LTNm contains his objects. plans, rating functions and history. Cf.
a detailed discussion in 3.1.5.1.

POPLAR actor's knowledge about his own regulatory system and that of others is . %
linked in the implementation with the representation of these objects in LTM. In addi- %
tion to knowledge about objects, LTM contains knowledge about plans, history of pro- p

cessing and proper scheduling and selection.

Let us discuss the components of POPLkR 1.3 in greater detail.

3.1.5.1. LTM.
O

3.1.5.1.1. Objects.

Several typical object frames and the semantics of their slots are described in
Appendix 1. The choice of character traits is at present empirical. However, in parallel
to implementing POPL.R 1.3, we have been conducting extensive psychological experi-
ments seeking to establish the set of 'primitive' personality characteristics and their

I The roniar. the exerut,:,r and the bo:kkeeping functions stand out among the components of
STM in that the-v aro not c.nscl:us functions the actcr performs them instinctivelY while .f o: -
-r ,Ierlenls -f STM *e ax tr iV onso -.uslV aware ,

J, ... - . ..... .-. .-- ...-.
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mapping into more complex notions that are used by intelligent actors in personalit-
based decision-making. A separate set of experiments will determine tihe primitives for ' r % '-,'.
specifying m ental states of tihe actor. %,..- -'

,r.dt.- '.

%

~%
POPLAR's knowledge about the dynamics both in the objective world an in thepesoalty

actor world is represented as a set of declarative structures called plans. ."q.p .p
Plans in POPLAR 1.3 are classified into several groups (cf. Figure 3).

/TP-LEVEL /1TRMEDIATE LPrll "1VE

.f...-,.'.-

DOMAIN PLANS PSI1 FIGHT, movqe, ":"-:'.PS2 EAT, take,

," ~GTR GET. etc. find, etc...,.., ,,

3..51.. las.•

METAPLANS G G as, , -
acorwrls trereetdmasn an thoecatdeie strctures calle wrddmplans

tatdsrb tepoess tmnplaeohrpln.Teeinpd uch plans as ""
th o l-eeatr(g, h la -eetote gn asce uer(setc. Seo d t, .-
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Plans inPOPLAR 1.3 are represented in a modified version of the language EDL i-

(Bates et al.. 1981: cf. also Croft kc Lefkowitz. 1984). The frame for a plan contains the
following slots (clauses):

ID the name of the plan

TOP-LEVEL-FLAG is this plan top-levell

is contains the temporal and causal expansion of the plan

COND used to pass parameters (-propagate constraints' to

lower-levei plans upward propagation will be added for

the plan recognition task

WITH specifies the parameters with which the current pian

will be pro cessed

CONTROL c-n'a:ns predicates to chc.:,se whether to execute op-

tis-rial steps in the plan this slot has the form cf an a-

tl#<s-.expr>)>*

PRECONDITlIONS predicates that allow the processing of the current plan

to start, differ in principle from CONTROL predicates

bv being indetpendent of the current context of plan

pro-cessing

STATUS Oof 'on-agenda 'executed', 'succeeded' or 'failed',

u~sed for communications with the reasc-ning mechan-

sm

ACTiON- FOR-PIITTE if plan is domain primitive permission is requested fo:r

its completion and the main ation is petfo--rmed fthe

rest being effeciK)

TI.\ME number of time cycles the plan takes (only fz r pr~tni- % -

tires) -- eithe. integer or s-expressio-n that evaiuate i -.

in te~ger

RATlN(;+FlN'Tlt iN s( ic'iiiling kno.-wledge Fee bel:.w%

EFFE(CTS vixiliarv (including bNkkeeping) m_-ddficati-,ns acc-m-

pan,'Vitr the success of the plan

Figure I ccntain- a zraminar cof thc plans iniplvinent~d in P(i_%, LX I 3. and Appenl-
dix 2 contains annotated examples of POPILAR V 3 plans.'
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I-=PSI IPS2 IGTR GG (,Goal-Generator') as ('Agenda-Scheduler')'.,-...
PS1I:- FIGHlT HIDE N\VS ('Wait- and- See') ',2,',

PS2 : EAT I DRINK [SLEEP ..,..2.

.. W..%.

GTR ::= (FIGHT Ifind} GET..---.,
GG ::P gg-Input I gg-objects-perceived gg-physical-states-perceived
FIGHT '= find (find GET move attack.

HIDE ::= find move -
WS :: do-nothing 6
EAT ::= find (find GET} ingest
DRINK = find (find GET} ingest
SLEEP = find do-nothing
GET ::= move take

Vertical bars separate disjoined elements; in practice,
the 'or'-ed plans are chosen on the basis of their ratings
through the application of a special metaplan we call the .,

Plan-Selector, not shown in the grammar; c .,

curly brackets enclose optional plans; the decision 0
whether to execute the optional plan(s) is made on the basis
of control functions that are stored in the parent plan and
govern the parsing of its IS slot:

plans shown in lower case are primitive.

Figure -. A grammar of plans in POPL-R 13.

3.1.5.1.3. The Rating Functions.

The knowledge that POPLAR's actor has about the relative importance of a top-

level goal instance and 0.- relative merits of one plan of action aimed at achieving a
goal over another is embodied in the rating functions. In the current implementation
rating functions are associated with every plan that can serve as parameters in the
plan-selector and the agenda-scheduler.

The rating functions calculate a numerical value for a plan, a rating, in all situa- *we-

tions where a choice among plans that can be pursued is possible. They draw upon:

a) knowledge of the objects involved in an objective world situation;

b) the character traits, mental and physical states of the actor.

c) the actor's beliefs about the character and current physical mental state of any
other cognitive entity participating in the situation:

d) the actor's event memory, the history of past processing.

Thus, if two actors. Actorl and Actor2 find themsel'es in an identical threatening
situation (e.g. a snake), but one of them is more courageous (a character trait) and or

is in general not very fearful of snakes (a situational characteristic), the actors may .
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respond to the situation by choosing different plans (e.g. Flee for Actorl and Fight for
Actor2) or even altogether different goals (while Actorl is likely to choose Preserve-SClf' S

against the snake -- because high levels of attention to threats can be expected from .-. '

actors with low courage values: Actor2 may choose, say. an instance of 'Get-Treasure'.
because the snake is not serious enough a threat).

The construction of rating functions is an empirical process of gradual refinement. V
Even without changing the knowledge used by the rating functions one can always
manipulate parameters of a function to calibrate its results.

One of the objectives of the psychological experimentation conducted in parallel %
with this project (cf. Section 4) is to better understand the nature and parameters of - -

the rating functions.

Examples of rating functions are presented in Appendix 3. *

3.1.5.1.4. History ". " ' '

This part of the actor's LTM contains his memory of past processing. In princi- ,'. "
pie. history can have a very rich structure and be used in a wide variety of ways. Spe- r'.2 ,
cial demon-type functions can be defined, for example, to introduce modifications into •
the actor's beliefs about objects and processes in the real world based on certain pat-
terns in the event memorv. This is one more location in POPLAR 1.3's architecture
where a measure of learning can and is planned eventually to be introduced.

At present the history contains only two types of data: a) the record of all the
recursive calls to the executor in the form of paths that the processing took in the
grammar of plans and b) a list of the objects (physical or mental) found by all •
instances of the Find plan: this knowledge is used to retrieve the status and the r.sults
of various plan instances. A typical instance of history is presented in Appendix 4. . .

3.1.5.2. Actor/World Interfaces.

As mentioned above, in the current implementation of POPLAR 1.3 there are two
blackboards that facilitate links between the world and the actor. ,..-

3.1.5.2.1. The World Blackboard.

\VBB is used for introducing new sensory inpdt and managing temporal relations
in the system. POPLAR 1.3 has time-triggered demons that automatically update the •

values of the actor's physical and mental state based on the amount of time he engages
in a certain activity.

• An exampie Suppose that in an internalized plan for fighting crocodiles 'stick' is listed as the
best weapii Then during one invncrati.-n of the plan Fight (Actor Crocodile Weapon) no stick could•S
be found s, that At,-,r had to use a gun It appeared that both the results were better and the fa- V V
tigue increase was smaller After this plan execution was written into the histor, a comparison is . -.4_Y.N
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In their simplest manifestations, the time-related modifications deal with increas-
ing the actor's hunger, thirst and fatigue values at predetermined independent rates.
When the value of any of the above parameters becomes greater than a predefined
threshold, a message to this effect automatically registers in ABB's 'states-perceived'
slot, as a result of which at the next pass of the monitor an instance of Preserve-Self-2
goal will be activated, and the corresponding top-level plan will appear on the agenda.

Temporal knowledge is also used to implement a simple model of attention. A
detailed discussion of this mechanism will be deferred till Section 3.1.6.3.

3.1.5.2.2. The Actor's Blackboard. K:.
ABB contains information about

a) the list ('objects-perceived') of object instances that the actor has perceived in the
current environment,

b) the list ('states-perceived') of all physical states currently perceived that warrant
the attention of the goal generator (e.g. the level of hunger above a threshold): --

c) the agenda of all top-level plans (the representatives of the main goals) vying for
the attention of the cognitive processor of the actor at any given time; , .,.

d) the stack ('current-path') of plans currently being executed (from a top-level plan
to a primitive).

In future implementations. specifically when plan recognition will be added to the . .

repertoire of POPLAR and the number of actors inhabiting its world will be allowed to
be greater than one, the number of ABBs in the system may grow to as many as the
square of the number of actors. This is because every actor stores his beliefs about P •
other actors' activities in instances of ABB attached to his representation of these other -. '

actors. Therefore, each actor theoretically can be aware of all the other actors and con-
tain an ABB for each, including himself.,%--

A typical example of ABB and WBB contents is presented in Appendix 5.

3.1.6. The Algorithms. - ..

3.1.6.1. The Monitor.
The top-level control function of POPLkR 1.3, the monitor, is an infinite loop (our

actors do not die -- only if killed by enemies!) which performs the following tasks:

a) it maintains contact with the user (to obtain new input):

b) it starts the executor loop that consists of i) processing new input; ii) scheduling
an action; and iii) executing this action

c) it displays selected situations in the world with the help of a (rather simple)
graphic interface.

290 0

N.. N V ,.

.l 
. v . _ l ' % %'._*_ %". " . " . ° . " . " . " . " . - ." ' ' ' ' . . ." " . . . . . .. . '. . . " ,

-- L.. I dtl% % % ,% % ", " , ' % ," .% % " , , % '" -'.% . % p ."% ,% . ."..



,-'.,..

.'.,',

3.1.6.2. The Executor.

The main bulk of POPLAR 1.3 processing is performed by the executor. To under- 0
stand how POPLAR 1.3 works it is sufficient to trace a cycle of its activities.

The executor is called many times during one monitor cycle. First, it processes the
goal generating plans using the information obtained by the monitor from the objective %-.

world as well as that from the actor's regulatory system. As a result of this stage. the
agenda of competing top level plan instances is updated. Second, it executes the
agenda scheduler plan select the best candidate plan. Finally, it executes the chosen
top-level plan (this involves a number of recursive calls to the executor). When eventu-
ally the execution ends, the result of current processing (success or failure) is reported, " ', :..:., ,*_
and a new cycle of the monitor begins. .. :,;

Omitting a few overly technical details, we can describe the activities of the execu-
tor generally as follows: . .

a) obtain a plan to process: if it is not a plan instance (the agenda holds only plan
instances, e.g. 'GTR19'; whereas is clauses of plans are formulated in terms of

%J plan types, e.g. Find'). create a new instance of this plan; %

b) check the plan's preconditions clause; if preconditions do not hold, report failure
and its reason and exit: otherwise,

c) expand the plan by considering its is clause: call the is clause parser;

c') if the is clause is 'primitive', then action-for-primitive is performed (most
often this is a request to the 'laws of nature', the user, to allow an update in .

the objective world, e.g. a move by the actor; if the permission is given the -'

processing proceeds as specified in e') below; if the action is not allowed the ' ,
processing proceeds as in e"). (Let us repeat that the semantics of this situa-
tion is that the actor's beliefs about the objects and/or plans and/or values
are somewhere wrong, as a result of which some indication of imminent
failure must be given to prevent the 'automatic' success of most planners in
situations where the internalized preconditions of a plan hold.)

c") if the IS clause is not *primitive' the parser has to make specific control deci-
sions: i) whether to execute an optional subpath in the IS clause; ii) which of -

any possible number of disjoined subplans to choose for fulfilling the current
plan. (The ability to choose one of a number of 'shuffled' subplans (those - -
that can be fulfilled in any temporal order) will be added to POPLAR in near
future.) The knowledge about whether to execute an optional subpath is -.

encoded in the control slot of the plan whose is slot is parsed. The "
knowledge selecting one of disjoined subplans is contained in the plan-selector
metaplan and the rating function slot of the current plan. Once it becomes .

clear %khat member of the is clause should be processed first, the executor

d) calls itself recursively with this plan: this event is recorded on ABB. specificall in , in
a data structure called current-path: the old content of current-path is adde'd
to history.

0
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e') if an is clause is processed to its end (cf. the special case of 'primitive' in c'
above), the status slot of the plan is set to 'succeeded' and the effects clause is
evaluated -. -

e") if for some reason the is clause cannot be processed to its end, the status slot is .', '

set to 'failed' and

f) this information is communicated to the parent plan: the current plan is discarded
from the current-path stack, and the processing of the is clause of the parent
resumes. When, eventually, the outcome of the top-level (and bottom-of-stack in
current-path) plan becomes known, then

g') if it succeeded, then the effects clause is evaluated and the corresponding top-level
plan instance is removed from the agenda (and added to history):

g ") but if it failed, then, assuming that the need that had spawned this goal has not
been satisfied, the executor creates a new instance of the same top-level plan andV
adds it to the agenda instead of the failed one (which goes to history)

h) a new cycle of the monitor starts. -

3.1.6.3. Modeling Attention. V, ..'.''

The previous section described the normal flow of control in a monitor cycle. In :.
real life, however, an actor can hardly have the luxury of being able to finish the pro-
cessing of a top-level plan without taking in new information about the objective world. -. %

-' In future implementations of POPLAR the temporal relations among plans will be ela-
borated to include the many possibilities of concurrent processing (cf. Allen, 1983a, for"..
the description of a model of time that can be adapted for use in our model: cf. also [
-IcCue & Lesser, 1983) for a temporal logic in the POISE system). e

POPLAR 1.3 reacts to this problem as follows. When a top-level domain plan is -
chosen from the agenda and passed over to the exeutor, its rating is used for calculat-,.
ing the number of time cycles this plan will be allowed to execute without being inter-
rupted. The more 'Important' the plan (i.e., the higher its rating) the longer it Is
allowed to execute uninterrupted. This current programming device is a rough simula-

*tion of the actor's concentration or attention to the task. Intuitively, the more
immersed one is into a task, the less one would be inclined to be distracted by new sen-
sory inputs. It is obvious that character traits and physical mental states affect the

* ~ability to concentrate. .~*

!

When an interrupt occurs, the entire current-path is suspended; the instance of -

the top-level plan is deleted from the agenda and another instance is created and added
p.,. to it (the new instance reflects the knowledge of the stage at which the processing was

suspended: history is used for this purpose). T[hen the monitor starts a newt cycle.

S- .. ...,.. - ,

3.1.6.4. An Example.
Suppose we want to test the performance of POPLAR 1.3 in the following situation

of the orld. We want to put the actor n a cave wth a rck, a snake and an apple-..
and to set its hunger well above the detecting threshold.
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POPLAR 1.3 acts as follows:

a) asks the user whether he wants to remove certain objects from the world: we do
not, so we answer in the negative;

b) asks the user whether he wants to change any of the properties of the objects
already present in the world; this is the time to input the (high) value of actor's
hunger;

c) asks whether the user wants to add new objects to the world; we do; since our
perception module is simulated, we submit prefabricated instances of objects to
POPLAR 1.3; we write: (rockl snakel applel).

d) adds the above object instances to ABB.objects-perceived. Since snakes spawn the
need for protection (by virtue of their being descendants of 'creature'), the goal
Preserve-Self-i is activated (by the gg-input plan) and an instance of its
corresponding top-level plan. PS10. is added to ABB.agenda (which already con- ,
tain the unique instance of the Agenda-Scheduler plan that resides there per-
manently); appropriate messages are issued by POPLAR 1.3:

e) detects, through gg-states-perceived, the actor's hunger; 'hunger' is added to
ABB.states-perceived and an instance, PS20, of the top-level plan of the Preserve-
Self-2 goal is added to ABB agenda; appropriate messages are issued;

f) since no objects had been present in the world before, and, therefore, no changes
to their properties could be introduced, gg-objects-perceived will not be needed in
this case, a message to which effect will be issued;

g) at this point ABB.agenda is (agenda-scheduler PS10 PS20); the monitor calls the ...

executor with the scheduler plan, as a result of which the two domain plans * •
receive ratings. Suppose now that PS20's rating is higher (because the actor is
very hungry and at the same time not too afraid of snakes); this being the goal
choice,

h) the scheduler is called with PS20(Actor hunger); checks its preconditions (empty!)
and expands its is clause; the plan-selector, using the rating functions in the plans •

Eat, Drink and Sleep. decides to select Eat; an instance of Eat. EatO(Actor) is
created and pushed onto current-path

i) EatO's preconditions are checked (empty!), and its own is clause is expanded: this
means creating a new i istance of Find, FindO(Actor food Actor.inventory). -- that
is. first the actor wants to check whether he is carrying some food:

j) the controll predicate chooses whether to execute the optional Find and Get plans:
the predicate essentially returns 'true' if the previous Find failed; the optional sub-
path corresponds intuitively to the situation when the actor looks around him try-
ing to find some food: suppose now that FindO fails: in this case,

k) Find(Actor food ABB.objects-perceived) is executed: Find's IS clause is 'primitive';
its action-for-primitive is to record the object found; Findl finds applel;

1) next, GETO(Actor. applel) is created and pushed onto current-path: this *'-"-

instance's is clause consists of Move followed by Take: (in reality, Get has three
parameters, the third being the indication of the time that the actor can spend on
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retrieving the object -- this is very handy as a precondition if, for example, an _.%,
adversary can reach the desired object first!) 1

m) MoveO(Actor Applel) is created and pushed onto current-path: Move is a primi- ... -
tive plan, so its action-for-primitive asks the user for permission for the actor
to move to the point where applel is. We grant the permission; Move0 evaluates

its effects, updating the positions of the actor and all the objects in his inventory

and sets its status to 'succeeded';

n) current-path is appended to history: Move0 is popped, and the next plan in the
IS clause of GetO is pushed onto current-path: TakeO(Actor applel):

o) Take0 is primitive: its processing is similar to the processing of MoveO: it succeeds. .

one of its effects being that applel is added to the actor's inventory, and after .1 1,

manipulations with current-path similar to those in 1), IngestO(Actor applel) is 0
sent to the executor:

. p) Ingest is primitive; suppose we allow the actor to ingest the apple: then, after the
appropriate (and by now familiar) bookkeeping operations, we find ourselves at
the point where EatO is proclaimed as succeeded; at this point we evaluate its

effects and pop it from current-path (which at the time contains only PS20.
known to have succeeded);

q) effects of PS20 are evaluated (the hunger level of the actor is decreased, and a

message to this effect is issued), and with this PS20 is popped from current-
path. which remains empty: this signifies the completion of a cycle of the monitor.

3.2. POPLAR 2.0.

3.2.1. Introduction.

This section describes the changes introduced into the Colgate personality-oriented

7lanner in the new version. POPLAR 2.0. A number of technical improvements were S
: mayo to support new fdnctionality. POPLAR 2.0 runs on a Symbolics 3600 Lisp

Machine. This is a companion text to a previous report on POPLAR: S.Nirenburg .

l.Nirenburg and J.Reynolds. POPLAR: A Testbed for Cognitive Modelling, Research
Report COSC7. Division of Natural Science, Colgate University, June 19S5. This docu-

ment is structured as follows. First we highlight the additions to the functionality of

the sviem. Next we describe the changes in the knowledge representation introduced in

POPL,%R 2.0. This is followed by a description of the modified algorithms. Finally, we .

include a discussion of impl,,mentation-related decisions and an example run of POPLAR
2.0 Example plan representations in POPLAR 2.0 can he found in the appendix.

3.2.2. Comparing the functionality of POPLAR 1.3 and POPLAR 2.0.

o°. %' -% -'.
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3.2.2.1. Review of Functionality, in POPLAR 1.3. "'' -.

Before talking about the differences between POPLAR 1.3 and POPL.AR 2.0 let us •
recall the planning algorithm of POPLAR- 1.3.'" ,- ---e
The top level function Monitor: " %P F"R V, ' - ,J F--.-t

.0 %

begin "

repeat forever
call the function P RN.3MN.-WORLD;-..

fwhich obtains from the user information about changes in the POLR20lt-"
world and records ith of"PPLAR1.3

for every object in ABB.objects-perceived do
if the object is connected to a certain behavioral need (goal)

and ABB.agenda* does not contain an instance of a top level
plan to achieve this goal then create an instance of a top 0 0
level plan to achieve this goal (satisfy this need) and
add it to the ABB.agenda

for every physical state in ABB.states-perceived** do
if ABB.agenda does not contain top level plans for achieving
corresponding goals (p'eserve self from hunger, thirst and, or
fatigue, called the MAINTAIN goals) then create an instance of ,S,'." -

corresponding top level plan and add it to ABB.agenda: -.;.....
if ABB.agenda is empty then EXIT (end-repeat):

for every plan in ABB.agenda do . .
produce a rate for this plan by evaluating its rating function;

choose the plan with the top rating: -

call Executor with the top-rated plan
end.

The function MtANTAIN-WORLD:
begin . . ..
repeat 5 0

ask the user whether he/she wants to add objects to the world
if 'yes' then obtain an object instance name and add it to the
ABB objects-perceived

until the answer is 'no, ;'
repeat 0

ask the user whether he,'she wants to remove any object instance
from the world

4 ABB objects-perceived is a slot on 'Actor-Blackboard' (see Nirenburg et al 1985! Which holds a
list of object instances perceived by Actor at a given time

ABB agenda (see below) is a slot on 'Actor-Blackboard' which holds a list of top-level plans as- ]
sociated with Actors goals at the moment %-* "-

ABB states-perceived (also see below) is a slot on 'Actor-Blackboard' which holds a list of .%
Actor s ph's, a states (hunger fatigue et- i pecce;ved at a gwver, m:,-..,t -* -
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if 'yes' then obtain an object instance name and delete it from the
ABB.object s-perceive

until the answer is 'no';
repeat

ask the user whether he/she wants to change any object's ::._
attributes
if 'yes' then obtain an object name. names and new values for ,. ,
attributes and record them

until the answer is 'no' "' ".
end. e

The central function of POPLAR is Executor. It is described in detail in Niren-
burg et al., 1985. Briefly, the algorithm is as follows: "-e.

begin S
obtain a plan to process ... .

if the plan's preconditions do not hold "4
then report failure and exit
else expand the plan by considering its is slot:
if the is clause is 'primitive' ,'

then perform its Action-for-primitive and . ..
if was completed successfully then evaluate that plan's effects

else for every subplan in the is slot
call Executor with that subplan .,." ".

if is slot is processed to its end
and the last executed subplan was completed successfully

then report SUCCESS of the current plan, .-r-
evaluate its effects, EXIT; -- I

else report FAILURE, EXIT; >.,-*

Send. N

One cycle of the Monitor in POPLAR 1.3 covers the choice and the execution of a
7, single top-level plan. Thi,- process lasts N time cycles where N is equal to the number of " ,.

primitive plans involved. (Note that the plan Move is also primitive so that it lasts
only one time cycle irrespective of the distance between Actor's starting and end posi- '
t i o n s .) ft. '

Changes in the world are made only once during one Monitor cycle (at the begin-
ning). This means that no changes obtained during processing are recorded before the
beginning of the next Monitor cycle. In other words the world remains monotonic
during one Monitor cycle.

In POPLAR 1.3 an attempt was made to approach the solution of this problem in . ,
the following way: when a top-level plan is chosen its rating is used to calculate the
number of time cycles that this plan will be allowed to execute without interruption." ~~The more 'Important' the plan, the longer it is allowed to execute uninterrupted. When.'.."""."

an interrupt occurs. the entire current-path (a data structure where the stack of exe-
cuted plans is stored) is sent to history. Then the Monitor starts a new cycle and if f"-'
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the same top-level plan is chosen execution starts 'from scratch' even if some of its sub- .:, ,

plans were completed successfully during the previous Monitor cycle.

Both problems described above (the possibility to make the world nonmonotonic

and ability of saving partial results for the further use) are solved in the new implemen- ".. '."

tation of the POPLAR: POPLAR 2.0.4. ~, . ,.

4.4

3.2.3. Improvements in POPLAR 2.0. -

A major difference between POPLAR 2.0 and POPLAR 1.3 is the separation of the

task of executing an entire top-level plan into two different tasks:

a) execution of non-primitive and 'mental-primitive' plans (this is done by Executor -

in POPLAR 2.0) and

b) execution of 'physical-primitive' plans (this is done by Effector) (a detailed 0

description of both algorithms see below in Section 3.1.6.).

The new Executor performs a top-level plan execution by expanding its is slot -

considering its sub-plans (i.e. goes down in the plan hierarchy, or in other words, lowers
the level of abstraction). When a 'physical-primitive' plan is encountered control is ,..'.

passed to Effector with that plan as a parameter. Effector performs a 'physical-
primitive' plan execution.

This distinction gives an opportunity in future to perform these two tasks in

parallel. The idea behind this decision is that in real life people tend to perform physi-

cal and mental actions simultaneously (for example. a person can start scheduling week- -:

end activities while driving to his job on a Thursday).

It is postulated that the execution of a 'physical-primitive' plan lasts one time .

cycle. Therefore a new Monitor cycle now also lasts one time cycle. (Note that the

primitive plan Move is now represented as one 'step' of the Actor.) So, changes in the
world could be perceived by the Actor after every time cycle.

e When the top-level plan chosen for execution is already partially executed, Execu-

tor then starts processing at the point where it left off at the previous step. This point •

could be found by detecting differences between plan type name and plan instance -

name. Subplans that were already processed are presented by plan instance names in '.'.-.'-

the is slot.

3.2.4. Plans in POPLAR 2.0.

For the new version changes were introduced into the plan grammar of POPLAR

1.3. (See Figure 5 for the new version of the grammar.) Note that the most important

changes were introduced into the plans that involve finding objects (e.g.. Fight. Eat,

Drink). In POPLAR 1.3 these plans contained 'optional' subplans and a decision

whether to execute them was made with the help of what we called 'control' functions.

In POPLAR 2.0 instead of both optional paths and control functions a new

'mental-primitive' plan Get-Selector is used.

The get-selector plan creates new instances of the Get plan one instance for

each object instance that was 'found' by the previously performed LOCATE plan. (for -.-
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example, Actor is looking for food. Applel, apple2 and carrotl are located in the sur-
roundings of the Actor by the plan Locate. Then three instances of the plan Get are
created: Geti (object applel), Get2 (object apple2) and Get3 (object carrotl)j. All these
instances of the Get plan obtain the status 'candidate' and the real-world-flag value of , J.

no'. A list of these instances is stored in the is slot of the get-selector plan for -_%
future use. Then one of them is chosen for further execution. The choice is made on the -"%

basis of rating. The information on which the rating process is based is contained in the
rating function slots of the Get plans.

When the Get-Selector plan is executed for the second or further time, it chooses
one of the Get plan instances that it had created previouslv (and stored in its is sl-""
The algorithm for making the choice is as follows: if there is a plan with the status
'suspended', choose it for execution, else if there are plans with the status 'candidate'
rate them and pick the one with the maximum rate, otherwise report FAILURE. p

I::= P IM IGTR
PSI ::- FIGHT I HIDE I wait-and-see
PS2 EAT I DRINK SLEEP S
GTR::= GET ..--.-.

FIGHT := FIND move attack
HIDE ::= locate move
EAT ::= FIND ingest
DRINK - FIND ingest ;*

SLEEP .:= locate do-nothing -. . -
GET ::= move take
FIND ":= locate get-selector GET

Plans shown in lower case are physical-primitive: plans shown in italics are mental- % %
primitive.

Vertical bars separate disjoined subplans; in practice, the 'or'-ed plans are chosen
on the basis of their ratings through the application of a special 'mental-primitive'
metaplan Plan-Selector, not shown in the grammar.

Figure 5. A grammar of plans in POPLkR 2.0.

The Plan-Selector makes a specific control decision as to which of any possible
number of disjoined subplans to choose for fulfilling the current plan. The knowledge
for selecting one of disjoined subplans is contained in the rating-function slots -

(methods) of the disjoined subplans.

The instantiation of plan tokens for possible future use is essentially a way of modeling one- . .-

' step 'look-ahead' The Actor as if thinks about all possible plans at this point and choose the best of -

them t_, pert rm - -.
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3.2.5. The Algorithms.

In this section we present the a)corithms of the functions that have been chance . ,.

in POPL.AR 2.0

.9.. Executor (P)

a) obtains as parameter a plan. P, P could be either a plan instance or a plan
type'. If P is a plan type then

i) create a new instance of this plan

if) substitute the plan name P with the name of the new created instance in the "-
is slot of the parent plan

else (i.e. P is a plan instance) %
case status
'fail d': exit, ropr-rting failure.
"succeeded exit. repnrting success.

bI check the plan's preconditions clause: if preconditions do not hold. (are false)
report failure and its reason and exit: otherwise,

c) expand the plan by substituting the contents of its is clause for the plan itself:
if the is clause is "physical-primitive' then exit:
if the is clause is "mental-primitive' then perform its Action-for-primitive. If

the current plan is either Plan-Selector or Get-Selector (metaplans that chose -

the next plan for execution) and Action-for-primitive was performed success- "
fully (a plan is selected) call Executor recursively with the selected plan. If
Action-for-primitive failed then report failure and exit.
if the IS clause is not 'primitive' then call Executor recursively with this plan. '., . e4

end Executor.

Another new function is Effector, whose task it is to monitor actual (simulated)
execution of a primitive plan.

The algorithm of Effector is as follows:

a) if FAIL'RE was reported by Executor then for each plan in the current-path
set status to -suspended': exit;
else obtain a primitive (physical) plan instance P (from Executor). Perform P's

Action-for- primitive. 0

b) for each plan in the current-path (including P) do: check satisfaction-
condition: if it holds then perform that plan's effects and set status to 'suc-
ceeded', else set status to 'suspended'.

4 note that the agenda holds only plan instances e g 'GTRIT. whereas is clauses of plans can S
contain both plan types e g Find', and plan instances - in case when those plans were already .-. .
processed once by Executor

This means that plans that were already completed are not executed again .. "
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3.2.6. Implementation.

POPLAR 2.0 is implemented in Zetalisp and runs on a Svmbolics 3600 Lisp
Machine. The new implementation uses the knowledge representation system native to ,-

the 3600 Lisp Machine, the Flavors system. Although the overall structure of the
knowledge base remains unchanged, a number of internal technical modifications were ..-. '.

made. .'...

3.2.6.1. Plan structure.

To maintain the ability to continue execution of a plan from the point it was . ., ,

interrupted, a number of new slots (both instance variables and methods) were added
to the basic plan frame (flavor), as specified in the extended EDL of Nirenburg et a]., .

1985. The syntax of several slots was modified as follows:

WITH
now contains a list of parameters in the form: (i.agent <object-instance-name>)
(object <object-instance-name>) (instrument <object-instance-name>) (place
<position> )(time-for-execution <time>)

SATISFACTION-CONDITION ."k
one or more of world states that become true after this plan is executed success-
fully. This slot is used for understanding the status of the plan. that is, whether- "
the plan is already completed or not.

REAL-WORLD-FLAG
holds YES when a plan instance is created for immediate execution, and NO if
that instance creation is 'look-ahead'. This slot is used by the plan Get-Selector S
(see above). " ""

STATUS
one of 'on-agenda', 'executed', 'suspended', 'succeeded'. 'failed' or 'candidate'.

Appendix 6 contains examples of POPLAR 2.0 plans.

3.2.6.2. The Actor's Blackboard.

Two slots were added to the Actor-Blackboard to help trace Actor's behavior

CURRENT-GOAL
holds the Actor's current goal

CURRENT-PLAN
holds the name of the plan presently executed by Actor.

3.2.8.3. The User Interface.

In POPLAR 2.0 the function MAINTAIN-WORLD which directs the acquisition of
information from the user is menu-driven. It contains a menu for choosing an operation '.

(insertion. modification. etc.). a menu for changing an attribute(s of an object in the"
world. etc.
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The world is represented by the board Ahich contains 200 (10 x 20) mouse selisi-- 0
tive squares. Objects could be moved from place to place or removed [ruin the board, N-N

using the mouse.

The screen is divided into three separate windows. '

a) the Actor's world (see above);

b) a LISP Listener window where all messages generated by the program appear

c) the TRACE window which monitors the current values of the most important
parameters and data structures including

i) the CLOCK of the system

ii) Actor's blackboard which contains AGENDA of goals, a current plan, a •
current goal as ut.ll :i.

iii) Actor's physical state parameters.

All the values are updated immediately after changes were introduced.
-.€ ,€. *1% ,

3.2.7. An Example. • .

Suppose we want to test IPOPL..R's performance in the following world situation - :
The room will contain, in addition to the Actor itself, a rock, a snake, a sword, a dr'z -.. '¢
and a stick. The positions of all the objects will be as shown in Figure 6. Recollect that " "
the world in which POPLAR operates at the moment is that of an actor in a room with
sources of danger, food and treasure. The actor is 'programmed' to plan survival and
maintenance of self plus getting as much of the treasure as possible in its possession. N....'

S" ..o".. '

stick I sword 1

ACTOR

snakel

rock 1
*. .. f

dol

Figure 6 An Instance of the POPLAF \\'orl
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POPILAR 2.0 acts as followks
a) obtains a new input from the user: S

*i) first it produces a menu containing the list of possible operations of the fol-
lowing types:
creating new object instances,
adding existing object instances to the world or
changing attributes of the object instances in the world.
The user clicks on 'creating new object instances', then '.

i) the next menu containing the list of all object types that are predefined in
the s%-stem is popped.

The user chooses, say. snake'. Then

iii) the menu containing the list of the parameters for 'snake'. with default
values, is popped. so that the user can make changes there.0

The procedure iterates until specifically told to exit, so that the user inserts all
desired objects into the world.

POPLAR 2.0

b) processes the new input: since snakes and dogs spawn the need for protection.
two instances of the goal Protect (PI and P2) are created and added to , ..

ABBagenda.

c checks Actor's physical state (hunger, etc.). Suppose that none of the hunger,
thirst and fatigue is above the detecting threshold, therefore, ABB.states- perceived
is empty. u

d) the function Agenda-Scheduler is called. The goal P1 ((agent Actor)(object
snakel)) gets the highest rate because the Actor (as it is adjusted for this particu-
lar run of POPLAR) is more concerned about snakes than about dogs. Note also
that the snake is closer to the Actor than the dog. f

e) the Executor is called with P1 which is now posted in both ABB current goal and '

ABB.clurrent-plan P doesn't have any preconditions, so its is clause is expanded:
first a new instae.s- of Plan-Selector is created. Since Plan-Selector is a " -
'mental-primitive' plan, its Action-.fo"r-Primitive is performed:

f) ne instanices of the plans Fight. Hide and Wait-and-See are created and rated
(using their rating functions). Fighti is selected. ABB.current-path now contains
(P1 Fight]). 4

g Executor is called with Fightu. After checking the preconditions of Fighti (there
are none) the IS clause is expanded to (Find Move Attack). Find with ((agent
Actor)(object weapon)) is created and pushed onto ABB.current-path. Then Findi--
is it turn expanded to (Locate Get-selector Get).

h) Locatel with ((agent Actor)(object weapon)) is created and since it is 'mental- -

primitive its Action-for-primitive is performed. The result is the list of objects
'found' (stick] swordi) (Actor 'knows' that both sticks and swords could be used
as A eap.,,n againt snake The plan Locate] is completed successfully. '.
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i) Get-selectorl is created and its Action-for-primitive is performed. As the result "
of this two instances of Get (Getl ((agent Actor)(object stickl)) and Get2 ((agent I 0
Actor)(object swordl)) are created and rated. The Get with the highest rate (in-, ..

this case Get2 because sword is more effective weapon then stick) is seected for " %

execution. " "

j) Executor is called with Get2 which is expanded to (Move Take)., %

k) Executor is called with Move; Movel is created. Since its is slot is 'physical- .

primitive' control is passed to Effector.

1) Effector performs Movel's Action-for-primitive which is 'make one step
towards the position of swordli. This step is made, i.e. the position of Actor is
changed. Then the SATISFACTION-CONDITION1 of all plans in the ABB.current-
path are checked (the current path at this point contains (Movel Get2 Fightl PI).
None is satisfied, so the values of their 'status' slots are set to 'suspended'. .-

m) a new cycle of the Monitor begins. The user has again an opportunity of chang-
ing the world. Suppose, the user does not want to change anything. So, the
agenda of goals remains the same and the top rated goal is the same P1. ' "

n) the path of 'suspended' plans is found (Movel Get2 Findi Fighti Pi. Since
Movel is not yet completed, control is passed to the Effector with Morel.

o) the Effector performs the next 'step' of the Actor's movement towards sword1.
Then SATISFACTION-CONDITIONs of all plans in the ABB-current-path are .*.

checked, none is satisfied, so the values of their 'status' slots are set to "
'suspended'.

p) a new cycle of the Monitor begins. •

4. Background and Related Work.

In designing and implementing POPLAR 2.0 a number of conceptual and technical
decisions and choices had to be made. The following is an incomplete, though represen- S 0
tative list.

1) how does one approach, and justify, construction of a multi-faceted system
when little is known about the peculiarities of its components' W\'here is the starting
point?

2) how might the problem of personality influences upon cognition be addressed? 

3) within cognitive component, how are goals and plans related? How are they - "-

each related to such concepts as needs, drives, performance, etc.?

4) What is the structure of the planning module in cognitive systems? How is the " " -"

scheduling of the cognitive system's activities performed?

5) \Vhat is the relationship between the use of internalized (canned) and newlv • •
created plans?

6) \\'hat is the relation between plan production and plan understanding'
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The realization of the above and some additional problems Aas instrumental iii
the design stage. While not all of the decisions have been already made at this stage.
our desire was to avoid design choices that would preclude or hamper a future improve- or

ment or extension.

None of the theoretical or design decisions were made without the influence of
other, previous, related work. In tl..s section we briefly review the bases for the various
decisions as well as mention other work on the problems we faced.

Fundamental to the development of POPLAR was the approach to the task, faced
by most cognitive modelers, of building a structure consisting of a number of distinct
constituents, the dzail- of many cf %i' ch %%ere (ard at present remain) unknown. o-..-

does one construct a global model when many of its components are uncertain, and
each one is itself a mystery9 Here we adopted the attitudes advocated by Haugeland
(1981), who suggests that it is appropriate to study an entire information processing -

sy'stem (IPS). consisting of several modules each of which (plus the IPS itself) is a black
box, without first completing ' e study of the components: thus, we studied the cogni- .
tive actor even though we had not (and, obviously, could not) first provided an account " .

for perception and performance..

Norman (1981) was very instrumental in specifying the tasks to be tackled in cog- 0
nitive modeling. \We also owe much to Anderson's (e g 1983) work on the architecture

*of cognitive entities. Sloman k- Croucher (1981) discuss the introduction of motives.
moods, attitudes and emotions in natural and artificial intelligent systems Although
no formalism is suggested for encoding this type of information, the general thrust of
the approach is valuable for those who consider the introduction of certain personality
characteristics into a class of Al systems Wallace (1981) addresses similar problems in . 0
the context of learning.

Uhr & Kochen (1969) is an early work that addressed similar issues. Many of the
important points for POPLAR have been anticipated in that work. Unfortunately, Uhr
& Kochen's approach cannot be even called knowledge-based. It was an attempt to per- .
form an important piece of research with inadequate means S

Wood (1983) discusses planning in a dynamically changing world with multiple .;-
actors. Her system, AUTODRIVE, uses the world of the automobile driver as the ".. ,
domain. Although the design of the system depends too strongly on the implementation
world, the idea of interaction between the actor and the world (in fact, the mere separa-
tion of the objective world and that of the actor -- through a program called SIM'ULA-
TOR) is very fruitful.-

Schank & Abelson (1977) and Schank k Lehnert (1979) informally discuss and
catalog human (including interpersonal) goals Carbonell (e.g. 1979) discusses the use
of the concept of personal goals in the context of understanding stories. Vilensky
(1983) also discusses everyday goals and metagoals, as well as various cooperative and
competitive relations among them. S

The relation between goals and plans is an interesting question that had to be
addressed in our work. Our solution was to use this term only for top-level goals recog- -

nized by the goal-generators but made manifest in the system through the instantiation
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of a top-level plan. \e did not use the concept of goals at lower levels in planning i e "
we did not use the term 'subgoaling'. cf. Lesk, 1984)•

It is argued (cf. e.g Barber (1983) or Berlin (1984)) that subgoaling is preferable to %
the use of 'canned' plans because if the latter are used then there is no possibility of %
ever achieving a goal in a non-standard wav. But in the subgoaling approach, within
the current state of the art, no unexpected results can be obtained either. To introduce
these, one has to build a learning system. one capable of creating and not only recreat- -
ing. But at present the planning of the subgoaling type remains no less 'canned' than
the the 'forward' planning, "

It seem.- that these t%%o approaches to planning relate essentially in the san. f -
manner in which backward chaining relates to forward chaining in inference making.
Our opinion is that the choice between the two is not strategically important and
should reflect the peculiarities of the domain and other 'weak' considerations, so typical '

for AL.

Another important issue related to goals and plans is whether to build systems
that in scheduling an action take into consideration the knowledge of how many
different plans and or goals will be furthered by it. The main empirical body of .- Q
Wilensky's book (1983) is devoted to such issues. Cf. also Hammond (1983) for a philo- ,
sophically related approach. Haves-Roth & Hayes-Roth (1979) also want their planner
to have this capability. Our position on this topic (cf. also Carver et al., 1984) is that
in the type of planners we are building the goal cooperation or conflict does not play a
role. We argue that to treat this topir as central in modeling planning in intelligent

actors is similar to consider such non-everyday tasks as playing chess and solving %

differential equations central topics for Al. The latter methodological fallacy has been *. ,.
amply criticized.

General works on planning that immediately influenced this project include
Stefik's work (e.g. 1981) on metaplanning and planner architecture. Haves-Roth S,
Hayes-Roth (1979) describe a very rich planning domain and offer a good discussion of . ,
what the editors of The Handbook of AI (Cohen & Feigenbaum. 1982. p 519: cf also ,
pp. 22 - 27) call opporturis,.tic planning. It does not seem, however, that a non-trivial.
involved implementation of the itinerary planner they suggest is possible.

Haves-Roth (19S4) is a definitive proposal concerning the architecture for planners
It addresses the control problem in AI systems as a whole. It also contains a com-
parison with other current proposals concerning control. In its architectural part this
proposal (in fact, not only this proposal!) draws heavily on the earlier work in the
HEARSAY-Il speech understanding system that introduced and popularized the black-
board architecture (cf. Erman et al., 1980).

The crucial idea of metalevel reasoning is discussed, with different emphases. in %. '
Stefik (1981), Haves-Roth (1984), Wilensky (1983) and Genesereth (1983).

The basic architecture of POPLkR has a number of common points with that of
Wilenskv's planner (cf. Wilenskv, 1983. pp.22-23). The two models, however, display
major differences, notably in the attention paid in POPLR to the problem of scheduling
or in importance attributed to the idea of the independent representation of the
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objective world. Insufficient attention to scheduling and to describing the planning pr-
cess at the system level were prominent among the criticisms in some reviews of
Wilensky's book (cf. Russell, 1984; Berlin, 191S4).

Many interesting ideas about scheduling can be found in Sathi et al. (1984) and e
Fox (19S3). 4* %".

0 .% -

Work on understanding plans in the POISE (Croft et al., 1983) and Argot (e.g. Litman
& Allen, 1984) projects has helped in formulating some parts of our approach

5. Status and Future Development.

5.1. General.

POPLAR is a working system that generates and executes a relatively small numberof plans in a rich. though simulated, environment. Its scheduling capabilities actually 0

seem to transcend the immediate necessities of the domain. The system is designed in ,
such a way that both domain planning and metaplanning are performed by one execu-
tor (that is, POPLAR, can reason about its own actions). A number of features have been"o",-•'

included that make POPLAR a model of a human planner in a real world.
At the same time, the possibilities of development and improvement that this

basic system offers are probably even more exciting than experimentation with the
current version of POPLA.R. There are many points at which the system can be -

improved. Some of them are discussed below.

First (and simplest) of all, the POPLAR actor's knowledge about the objects, goals[Z. . . %'•

and processes both in the objective world and its own 'mind' can and will be aug-
mented. In parallel, the control knowledge (rating and control functions) will be con- '
stantly adjusted and tuned, both through the introduction of additional character trait.
mental state and situation parameters and through devising more appropriate ways of
amalgamating them in the decision functions. Extensive experimentation with POPLAR
will help to verify such decisions. .€,.

In parallel and in conjunction with the POPLAR project, these authors have been
involved in designing a general model of human cognitive activity. Initial results of that
research are reported elsewhere (Nirenburg & Reynolds, 1983: Reynolds & Nirenburg. in
preparation). An aspect of that project extremely helpful to POPLAR is research aimed
at deriving a set of 'primitive' character traits, motivations and mental states, such
that weighted combinations of them will correspond to the 'higher-level' parameters
(e.g. 'aggressiveness') that we would like to use in POPLAR's decision functions.

One can see that the above are actually two separate problems: 1) to extract prim- 'r.
itives: 2) to express complex entities in terms of the primitives. It was decided to adapt
the primitives suggested by Cattell (cf. e.g. Cattell & Child. 1975). Extensive psycho-
logical experimentation with humans is pursued in order to find answers to the second
problem. The benefits of having a system that boasts psychologicallv valid (and not
'folk psvchologv'-based) control parameters are enormous and self-evident And. there-
fore, this is one of the most immediate improvements we plan to make.
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We also plan to add plan understanding to plan production, The world is inha-
bited by more than one cognitive actor (consider, for instance, the trolls in the current * S
POPLAR). In order to behave correctly an actor must be able to discern plans of others.
We believe that POPLAR's machinery will be able to handle plan recognition without the
necessity to introduce major changes. An actor will maintain as many blackboards as
there are cognitive actors around. It will assume that all other actors operate in the --- "

same manner. It will have beliefs about their character traits, etc. and will 'project*
plans for them much in the same manner as it plans.

A logical extension to adding plan recognition is to introduce verbal behavior into
POPL-R. There exist a number of interesting approaches to discourse analvsi and plan -''

understanding in dialogues (e.g. Allen, 1983b; Litman & Allen, 1984: Carberrv, 1983:.
Reichman, 1984; etc.). A study in modifying POPLAR to involve verbal behavior and
discourse analysis can be found in Nirenburg & Pustejovsky (1985).

The inclusion of multiple actors into the objective world can lead to the develop-
ment of an experimental testbed for modeling conflict resolution, cooperation a, man%
more important 'real-life' situations. The possibilities here are definitely substantial
and quite unexplored.

The mechanism for modeling attention will undergo serious modifications, as will I
the treatment of time and the interaction between the actor(s) and the objective world.

And. finally, a most important avenue of improvement is the introduction of
learning capabilities to the system. There are many modules in POPLAR where planning
can be introduced: and there are manv different types of learning to be studied. Some
examples of this may be modifying the scheduling behavior depending on results of pre-
vious processing or after seeing somebody achieve a goal in a way not previously used,
modifying beliefs about objects: being able to 'create' new plans, by analogy or other-
wise; and many' many more. This topic is one of the more complex ones, but any pro-
gress in this direction may have a very beneficial effect on the field of planning in Al.

5.2. Specific Plans: POPLAR 3.0. 0 .

The development plans for the coming year include the development and imple-
mentation of

1) strategies for combining plan recognition and plan production in one system.

2) a mixed strategy for planning: the use of canned plans for standard situations .

and 'first principles' knowledge when non-standard situations arise; I 5

3) the development of a model of (a subset of) the world of I & W".

I S
. 9 . . .

• 9- - .
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Appendix 1. Representation of OBJECTS in POPLAR 1.3 %

We present objects in two ways: first. in the \av the object is stored in LTMI and i
second, from within a POPLAR run (as an annotated script). The difference is due to
inheritance of parents' properties by children in the hierarchy.

A. . .. % IrA. ,..•

(dbcr exp creature person ;this is a PEARL header for a frame'.
(id person)
(type creature{ CREATURE is the parent of PERSON
(h-process-roles lisp ((Take Who)

(Put Who)
(Find Who))) 0

:the above are the roles in which an instance
of this type can appear in specified
:processes by virtue of its having properties
:of a "human": humans can act as agents in . -r
TAKE. PUT and FIND '

(mental-state struct) ;humans have mental states -- cf. the -.---
;default values in the script listing below

(character-traits struct char-traits) ;ditto
(weapon-against ((sword 100 3)(knife 50 1)(rock 10 20)))

:POPLAR knows (believes) that weapons against people .

;include swords, knives and rocks: the numbers (a b)
:indicate the efficiency of the weapon and the maximum
ran ge

(power 50) ;maximum
(speed 50) :maximum
(fearsomeness 25) ;what is the level of fear that such objects

typically elicit in POPLAR (default: 25) ' '

(m ass 55)
(inventory lisp) :the objects this person is perceived by POPLAR

:to be carrying

0

. ,:.::2
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POPLAR > person

(person (id person)
(type creature)

(c- process- roles ((Find What))) .
;this property is inherited by virtue of PERSON's being a
;descendant of OBJECTS: any object can occupy the "what" slot in Find,
because finding mental objects is recollecting their representations in-'."..,

mem ry.- .4 -'i --.-

(shape nil) ',2"- "
(color nil)
(mass 55). .
(posit ion nil)

(p-process- roles ((Take What) (Put hat)))

(goal- parameters ((PSI ad v )).,..'"".- .":the above properties are inherited b virtue of person being a descendant

;of PHYSICAL OBJECTS: the goal-parameters slot specifies an instance of

;what goal is created when an object of this type is perceived. In this ... -.,:case the intuition behind the entry is that the appearance of a person
;spawns the creation of a goal instance of Preserve-Self-, that is,.

(masso s 55)

:prosare perceived by POPLAR as potential enemnies"€....

(edibility nil)

this property is inherited by virtue of PERSON's being a descendant of
;-,alive nil is the default value with the semantics of "unknown" .

c- process-roles a ann o r vS it s

((Eat WVho)
(Ingest W ho) 4.C'--',"

(Drink WVho) ''""""
(Move bsho) "PA apoe'lnmi

(Attack (Who Whom)))) ---,,.-)
:the above properties are inherited by virtue of PERSON's being a o

;descendant of CREATURE; creatures are considered by POPLAR to be able-_.-.."
:to be agents of eating, drinking and moving, and agents and objects of
:attackingpoes-roe

(weapon-against ((sword 100 3) (knife 50 1) (rock 10 20))) ".-'.(Power 50) •

(fearsomeness 25)
(speed (50)WhoWhom)-))

"- to (orientation nil) this shos whether this particular person f
e :LOOKS at POPLAR at the moment of processing
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Appendix 2. Examples of PLA.N representation in POPLAR 1.3.

(dbcr exp PLANS PSI
(ID PSI)
(Type PLANS) %%
(Top-level-flag yes)
(IS ((Plan-Selector Fight Waite-and-See))) ;Flee Hide
(With (Actor Adversary)) ~~
(COND ((Plan-Selector '(Fight Wait-and-See) Hide Flee

current-plan
(Fight Actor Adversary)
(F lee Actor Adversary)
(Hide Actor Adversary) S
(\Vait-and-See Actor Adversary))

(Precondit ions (and (member 'AdversarN (getpathi ABB '(OBJECTS--PERCEIVED)))
Adversary is among objects perceived by the Actor

(or (= 'Actor 'self)
(and (structurep Actor) ~

(not (structurenamep 'Actor)) .

(=(getpath (eva] Actor) '(type) 'person))))))
:Actor is either "self" or any instance of person

(Rating-function (rat ing-func-PS 1)))
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(dbcrexp PA\*S lan--S.ct-

(I lnSeetr

(Type PLANS)
* (Top-level-flag no)

(IS (primitive))
(Action-for-primitive (Schedule-of-plan 'list-of-plans 'calling-plan)
(With (list-of-plans calling-plan))
(Time 1))

(dhcr e\ p PLAV'z Ffzht
- -- (ID Fight)

(Type PLANS)
(Top-level-flag no)
(IS (Find (Controll (Find iContrcd12 (Get m)f WControl3 (Move Attack m)
(COND ((Find Actor (get path Adversary (weapon-azainst

* (getpath Actor '(inventoryf)
(Find Actor (getpath Adversary (weapon-against))

* (getpath ABBl '(OBJECTS- PERCEIVED))

(Get Actor (car result-find -

(div (distance Adversary (car result-find fl
(getpath Adversary '(speed)f)

(Nlove Actor (prog (wveapon-rangc
;posit ion to Move to
(con d (K= (d istance Actor Adversary)

(setq weapon-range
(caddr (assoc (getpath (eval (car result-fl nd))

'(tyVpe))
(getpath (eval Adversary)

'(weapon- against )W(Y
If distance between Actor and Adversarv is less
:(or equal) than the range of the Actor's weapon
then Actor doesn't need to move towards Adversary

(return (getpath (ev al A~ctor) '(position))))
(t (return (calcu late- posit ion Actor

Adversary weapon- range)))I

(Attack Actor Adversary (car result-find))))

(Control ((Controll (Fight-Controll Actor Adversary))
(Control2 (Fight-Control2 Adversary))
(Control3 (Fight-Control3j))))

(Wi th (Actor Adversary))
-- (Rat ng-fu nct iun ( rat ing-funrc-fight)
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tdef un F izht- Con trolIl Actor Ad versaryv
(con d (( no-t ((car ABB CUR RE NT- PATH Z tru

'succeeded)
t)

,EITHER the last executed plan (which is Find) failed ..

(=(cadar Ad versary.weapon- against)
(cadr (assoc (car result-find j.tNpe - ~-

Adversary weapon- against)

OR -- t-mr' s"urrent WC3eflfl is NOT the most efficient Nwe~jprc n
*against this adversary co dvraN

d '.

fiht-otrs-trshl

look (i fo(ab ttemoes (disthne distnc bdewenhi ndth dvrr

(di(defun Fight-Con trol2 poAdversary)

((greaterp ((cadr assoc (car result-find .type \..' *

AdvAdversary weapon-against))

(ihtcdr (soc carresuolt-in) yp
thRevweapon thato Adoesarve eaon-gaist weapon hemNdcientt

Aoo~ wa fo etroe-founditarnde istee BETTE tand h desr
:Is tfh.- sv. i if: r th atrs eirimp lieo ftev a-ni (

;muc wose tan he bst ne

ep ~

(defun~~..~. .- '.CnrI2(deray

(con ((n ll (adr esul-fin )) t

;no eapo wa foud inactr's ossesio

((greaterp~~~~~ -cd (aso (cr eul*%nyt

d%-esarvweapn- aains

(cd ascia rreutfn ltp '
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Appendix 3. Examples of POPLAR 1.3 rating functions.
-..- . :.

A. The rating function for the Preserve-Self-I goal (and top-level plan) .

%

(defun rating-func-PS1 (actor adversary) -

(fix (div
(times

(calculate-fear actor adversary)
actor a~zressi-m I.

actor courage)))
• - .o%°%

(defun calculate-fear (actor adversary)

(fix (div
(times adversary orien tat ion

(add adversarv mass adversarv.speed)
adversary power
adversary .aggr
adversary fearsomeness)

(times (fix (addl (tog (distance actor adversary)))l
actor.courage
actor.power
(add actor.mass actor speed)) )

• B. The rating function for the Fight intermediate plan.

. (defun rating-func-fight (actor adversary)

(fix (div S
(times adversar% weapon-against.efficiency

actor. cou rage
act or.power
(add1 adversarv.injury)
(expt actor.aggression 2))

(times
(calculate-fear actor adversary)
adversary power
(addl actor.injury)
adversary .fearsomeness
(addl actor.fatigue)))))
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Appendix 4. HISTORY in POPLAR 1.3.AL

L ;this is the %%aa HISTORY looks at the end of the example run of .5 4

POPLkR> HISTORY

((InestOEatOPS20
is

Appedi 5.t BLACKOAD in OPA .3

Typical coet o Ethe woiardth ctrblcbors

(TL\Elecor (BPe-ie I Tm)(c-tm 1))

PoPLAR > AVBB
(Acor-Blackboard (ID A\BBi

(OBJECTS- PER CEIVED (tro]l2 sword 1 gold-nugget2)J
(STATES- PERC EIVED (hunger fatigue))
(AGENDA PS14 PS22 GTR4 Agenda-Scheduler)
(CURRENT-PATH (find7 fight3 PS14)))
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Appendix 6. Examples of PLAN representation in POPL4IP 2.0.

(defflavor Plans (id v

* ~top-level-u ag *.~

with
status
sat isfaction-cond
pararn-binding
rea I- wcnrld- fl a c

settale-istanc-varab4e
gset t able- inst an ce- variables
genit ab le- Inst an ce- varabies . . .

(deffiavor P ((id P)%
(is '((P lan- Selector Fight Flee Hide WVait-and-See)))
(top-level-flag 'yes)
(wvith '((agent actor)(object adversary)(instrument weapon)))
(status 'mrlt'fl

(Plans)
set table- instance-variables
:gettable-instance-v ariables

* initahle-instance-v-ariables

(defmet hod (P :iit) (options)
(setq param-binding '((Plan -Selector (Fight Wait-and-See Hide) Aid)(

(Fight (assoc 'agent with)
(as-- c 'object with)

(weapon nil))
(\Vait-and-See (assoc 'agent %%1i0)
(Hide .(assoc 'agent with)

*(assoc 'object with)))

*satisfaction-cond '(not (member (quote ,(cadr (assoc *object. wzth)fl
(send ABB :objects-perceived)))

goal P is achieved when Adversary is not among
the objects perceived by, Actor

* (defmethod (P irating-function) (
(let* ((actor (eval (assoc 'agent with)))

(adversary (eval (assoc 'object with))
(dist (distance actor adversary))

.323
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adv-mass (send adversarY mass))
(actor-mass (send actor mass))
(orientation (cond ((equal (send adversary :orientation)vc

2)

(adv-power (send adversary :power)(
(actor-power (send actor :power))

(actor-courage (send actor :courage))
(adv-speed (send adversary :speed)) ~~~y
(actor-spped (send actor :speed))
(adv-aggr (send adversary aggression))
(actor-aggr (send actor :aggression)))

(fix (div (times orientation
(add ady-ma.-s adv-speed I
adv-power
adv-aggr
actor-azcr ~
(send ad versarY fearsomneness))

(t imes ( fix (addi (log dist) .
actor-courage
actcr-cou rage
actor-power
(add actor-mass actor-speed))) ~

(defflavor Find Hid Find)
(is '(Locate ( Plan-Selector Get)))
( top- level-fl ag -no)
(%%iti '((agent actor)(object obj)))

set t ablIe- inst an ce-v ar iab les
.gettable-inst anct-variables 0

* Initable-inst ance-variables

(d fmethod (Find :ilt) ((options)
* "'tq paramn-binding -((Locate (assoc 'agent with)

(assoc 'object with))
P~t ii- ~elc or(Get )i

(Get .(assoc 'agent with)

3240

% z.

%'



. - ----- - - - - - - - - - - - - - --

.,- .

p

at satincnd(ebrcr (assoc objecie(t with)j

gteoaljecn is cied wnActor "hat s Obe ond

(defiiavcr Take oi d Take
(is '(physical-prim it ivy
(top-level-flag 'no)
(,.%Ith H(aztrnt acitri-.Liert cAjm
',,tatus i t) I

* (Plans
set table-instance-v aria h lc,

*:get t ablt-- instancf-v ariatliv-
in itable- instance- variab le ,

(defmethod (Take init) (opt ions I
(setq satisfaction-cond '(member (cadr (assoc 'object %%ithfl

(send (eval icacir (assoc 'agent with ((
in ventory

goal Take is achieved w hen Actor has- Object
In his possession -

* (deC method (Take :preconditions)
(and (member (cacir (assoc 'object Awit h)) S

(send ABB :objects- perceived))
;Object is among the objects perceived by Actor

(equal (send (eval (cadr (assoc 'agent with))) position)
(send leval lcadr (assoc 'object with))) Position)) %0.

Object and Actor are on the same position

% .%
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ithe part of the code that maintains the graphic
:part of the program is omitted

(let ((actor (cadr (assoc 'agent "ith M-
(object (cadr (assoc 'object with))))

(send (eval actor) :set-inventory
(cons object -

(send (eval actor) :inventorvl) •
:add Object to Actor's inventory

(format t"-&-a a -a -a "

object
is now in" -"

actor
"s possession " :

(send ABB :set-objects-perceived
(delete object (send ABB :objects-perceived-.

:..:-. --,
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PROVIDING INTELLIGENT ASSISTANCE .

IN DISTRIBUTED OFFICE ENVIRONMENTS'

Sergei Nrenburg

Colgate University+

Victor Lesser

.Iniversity of Massachusetts

Abstract. \Ve argue that a task-centered, an agent-centered and a cognition-
oriented perspective are all needed for providing intelligent assistance in distri- -"--..- -'
buted office environments\ We present the architecture for a system called
OFFICE that combines these three perspectives. \e illustrate this architecture
through an example.

1. Introduction. .

In this paper we describe OFFICE. a system that provides intelligent assistance in the
office environment A.- schematic diagram of the type of system we are proposing is

,' shown in Figure 1.

In this diagram the office worker operating together with his her workstation constitute
one node in the office problem solving network. The initiative in such a problem- 0
solving environment is mixed: it can be originated by the office worker performing a
low-level task or specifying a high-level goal to be accomplished or the office system
OFFICE requesting the worker to perform a task. Thus, we see OFFICE as an intelligent
assistant to the office worker.

We argue that a task-centered, an agent-centered and a cognition-oriented perspective S
are all needed for providing intelligent assistance in distributed office environments. \Ve
need knowledge from each of these perspectives in order to support not only effective
local interartion between OFFICE and the office worker, but also to coordinate coopera-
tive problem solving among the nodes in the system. Coordinating problem solving is
an especially difficult task, given the semi-autonomous nature of processing at each
node. the bandwidth of the communication channel (which makes it not feasible for
nodes to have a complete global view of problem solving in the network): the diversity
of the types of knowledge necessary for coordinating and scheduling office activities, -

and the necessity to provide guidance to the office worker about how to prioritize his - -

own tasks so that they are coherent with the goals of the whole system. %

Thi % -rk was suppc-,rted by the Air Force Systems Command Rome Air Development Center

. Griffiss Air Force Base. NY 13441-5700 and the Air Force Office of Scientific Research, Bolling Air
F.rce Base D C 20332 under contract number F30602-&5-C-0OO8
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We see the coordination probleln as breaking down into a number of subproblem-,.
which include managing resources: equalizing workload distribution: rnanar-iti gc-al %
conflicts; maintaining a proper level of redundancy in tasck execution and especially in %.
information flowv; analyzing dependencies in the sets of goals, plans and events, etc.
Automation of any of the above tasks clearly involves manipulation of many types of
knowledge, both domain and control.

- 7

COMMSUNICATION NETWORK

transmission request for
of hihg-level ser-Vice
view of local - - -

activites coordinating
piublem solving

cooperative
dialo-ueLOCALdialogueDB

understand
WORKSTATION

user tasks TOOLS 0'J
EXPERT SYSTEMS

generating tasks

producing data

office worker

Figure 1 . A njoiiV in a nctNx~or k of co':,jucat ive office workst at ionls.
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T.. ilistrat the prcble, c' lcal scheduling that takes i o acc5uTt gli.9 1 . .

consider an office consisting of an executive. E. and his her secretary. S S upp.:,.- E i,
dictating letters to S, and the telephone riuc.- S answers, and the ca!l appear.< t . - ,
about a very important shipment, and S is asked to provide some information about it.
The scheduling choice here is between continuing with the letters task Ti and per- -

forming the request that came over the phone (task T2). We want our system to con- .@d'.
sider a number of factors here, including the relative importance of the tasks (say, a
number of people may be idle in the company because of the lack of raw materials that
are to be shipped), the time limitations (suppose. the information is needed before the ....
end of the business day. and it's already 4 p.m.: also, the estimated time of finding the
requested information), perscrnal characteristics of S and E. etc. If the secretary wer,..
scheduling purely locally, he she may prefer to schedule T2, but knowing that E will be '
detained by her doing so. S may prefer TI based on global coherence considerations. Ss
knowledge about personal characteristics of E can also be a factor: if E is very cons-
cious of his her status and importance. then the decision of scheduling TI is even more
strengthened. if not. and if S has the characteristic of being assertive. T2 may be pre-
ferred. after an explanation to E.

In what follows we. first, trace the project's genesis from three research projects in con- ,.,,..
nected fields and discuss its functionality. Second, we describe how an office can bt -

modelled in a distributed computer system such as OFFICE and describe its architecture
and the basic processing cycle. Finally, we give an example of OFFICE operation where
Nwe conceritrate oi, its reasoning capabilitie--

The Task-Oriented Perspective. -

Our initial effort in developing an expert system in the office domain is the task support
system POISE (Croft et al.. 19S3 POISE has been designed to support office workers in

- their problem solving activities through the use of plan recognition and planning. In the

plan recognition mode the system obtains messages about certain atomic events (such .
as tool invocations) and tries to determine into which of typical tasks known to the •

system this event fits. In t,.is manner POISE is able to monitor the activities in an office.
predict future activity and detect errors. If, as a result of the monitoring, the system.
understands the user's task. it can in principle take over its completion This task corn-
pletion mode is integrated with tile planning mode of operation. In the planning mode '

POISE is supplied with a typical tasks and its parameters and tries to execute as much " '

of it as possible. based on its knoledge of the task structure and the status of domain -

objects in a semantic database.

POISE's knowledge takes the form of an hierarchy of typical tasks Each task is
represented by a precondition statement that defines the necessary conditions for its
execution. a goal statement that specifies the intended effect of the task: the sequence of .

subtasks needed to be performed in order to accomplish the task and the constraints S
' among the parameters of the subtasks and those of the task. See Figure 2 for an exam- .

ple
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* PRO(:. Purchase-items (Purha:ig .- umur.t hems 'er,.

DESC Procedure for purchasing items witn non-state fund .--

IS Receive- purchase-request S
- (Process-purchase-order I Process-purchase-requis tict.)-
I Complete-purchase

COND
Process-purchase-order Amount = Receive-purchase-request Am-,un.t
OR
Process-purchase-requisition Amount = Receive-purchase-request Amount
Process-purchase-order Items Receive-purcha.se-request Items
OR
Process-purchase-requisition Items Receive-purchase-request Items
Process-purchase-order Venoor Receive-purchase-request Vend.cr
OR

* Process-purcha.se,-requisit:,:,n Vendr:r Receive-purchi.s.e-request Vend.r.r

Process-purchase-order Am-,un, Complete-purchase Amount
OR
Process-purchase-requisiti :n .Amun! Complete-purchase Amount . .".".
Process-purchase-order Items Complete-purchase Items
OR
Process-purcha-se-requ:siti _n Items C,:mplete-purchase Items
Process-purchase-order Vendor Complete-purchase Vendcr ' '
OR
Process-pur-has-requ:s:.r. Venc:: Ccm.peepurchase Vend:"

WITH Purchaser = Receive-purchase-request Purchaser
Amunt = Receive-purchase-request Am:unt - *-

Items = Receive-purchase-request Items 0
Vender = Receive-purchase-request Vendor".,

Figure 2. A plan in POISE

POISE plans are structured so that they in principle allow concurrent execution of sub-
tasks of a task. Straightforward transformation of POISE into a distributed system can-
not, however, be perform-d. Since POISE does not have a developed agent-oriented per-
spective, there is no way in it to express a fact such as 'requests made by the manager
of the office have priority over those made by other workers' or the fact that even
though certain workers are better at doing certain types of jobs, if they are not avail-
able to do a job of this type. then other workers have to be assigned this responsibility.

%, There is also no way of talking about seemingly independent tasks being actually parts
of a cooperative problem solving situation. This includes the considerations of arbitra-
tion of competing claims for limited resources.

POISE does not distinguish or reason about the agents' roles and the objects in plans.
Thus, for instance, it does not have the possibility to understand that an unusual event
happened if it gets the message that the president of a company typed a letter (and not
a secretary). Therefore it cannot infer that the secretary may have a day off or that a
goal must be instantiated of changing workload distribution among the employees '.'-..

*" ... , 0', % .
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Another deficiency of POISE i that the plan recognition and planning architecturc. at,
not designed for being distributed and assume a global blackboard and a single locus of m
control. POISE gives us some ideas about what an intelligent assistant could be but it. .
architecture is not appropriate for use in a distributed environment and it lacks a dis-
tributed agent-oriented perspective.

The Distributed Agent- Oriented Ferspectire ,

One of the research areas where we can look for ideas of how to implement the distri-
buted agent-oriented perspective is the field of distributed AL. One of the current
approaches there is the study of functionally accurate, cooperative (FA C) distributed
problem solving (Lesser and Corkill, 1983; Corkill, 1982; Durfee et al., 1984, 1985)_ .-

With this approach. a problem is solved in cooperation by a set of semi-autonomous •

processing nodes (agents) that may have inconsistent and incomplete local databases. -

each node independentlv generates tentative partial solutions, communicates them
through a network to other nodes, receives messages (partial solutions, goals, plans and

facts) from other nodes, and modifies its processing in accordance with new input. The
experience of this work has shown that the control problem is difficult; that the net-
work communication is both difficult and computationally expensive; most importantly. • 0
it was found that the ke% to global coherence is having sophisticated agents who can
reason about their own view of processing as well as the views of other agents. They 
have developed a system in which each node is guided by a high-level strategic plan for
cooperation among the nodes in the network. This plan. which is a form of metalevel
control, is represented as a network organizational structure that specifies in a general
way the information and control relationships among the nodes. Examples of this infor- .- 0

mation include static priorities among local tasks, to whom and what information to
communicate and how to prioritize tasks that have been requested by other nodes
versus those that were locally generated.

Other work by Smith and Davis (19SI) has focused on the knowledge and the protocols
necessary for nodes to decide in a distributed way how to allocate subtasks to other 5 0
nodes. This involves a two-way bidding protocol in which the contractors (taking on
the task perspective) and bidders (taking on an agent perspective) communicate to
determine the best task allocation.

The work bv Lesser et al. focuses on how to do local scheduling given a static task allo- -.

cation that may redundantly allocate tasks among nodes, while Smith and Davis focus .
on dynamic task allocation. The office domain requires an integration of both
approaches together with augmenting the knowledge used by both approaches for
scheduling. The office domain also presents challenges to both approaches because of
the tighter and more complex interactions among agents that exists in this domain.
compared to the distributed interpretation domain from which both of the above --

approaches evolved. I N

" -.'. ""r
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* The Cognitzon- Oriented Perspectille.

The distributed problem solving approaches described above concentrated on the archi- ~.w~..
tecture of the network and the nodes. with the NvieA of organizing the control structure.%.
The ty pes of k nowledge necessary for control and communication in OFFICE are studied
in the field of cognitive agency research (e.g. Georgeff. 1984, Moore. 198-5. but mainly-

I •~

Nirenburg et al., 1985, 1986). The view of the world in this field IS that cognitive agents
are immersed in a world which is non-monotonic, in the sense that changes in the world -
can be introduced not only because of the activities of a single agent but also through

* uncontrolled external events. Agents are capable of a variety of cognitive tasks TheY
can perceive objects and events in the world. They possess a set of goal types and
means of achieving goals of these types: plans. They perform goal and plan generation,
selection and execution in complex situations in which many goals and plans coexist
i and compete for the attention of the agent's conscious processor. 1 b-'

SThe stude of the knowledge that underlies the reasons for particular choices of goals
and plans by an agent (in other words, reasons for scheduling and communication wdecl-
sions) is the central theme of this approach. This knowledge is claimed to involve such
factors as personality traits. and physical and mental states of the agent. in addition to
the knowledge about the domain situation and the typical tasks and goals. Our
approach is to use all the types of kno-ledge discussed in the cognitive agenc
approach xNithin the architectural framework inspired by the distributed Al research

2%

2. An Architecture for a Distributed Office System.

\We present here. through an example, an architecture for an intelligent assistance svs-
tem that integrates the task-, agent- and cognition-oriented perspectives ..-

2.1. Representing an office.

An office is modelled as a network whose nodes are interpreted as office workers and
. edges. as communication channels. Every node in the network is a complete problem

- - solver that consists of an office worker and his 'her workstation. Following POISE.
OFFICE deals with typical activities in a university-based research project (RP). namely

*. purchasing equipment. hiring and travel. The types of agents in the RP office include
Principal Investigator (PI). Research Associate (RA), Graduate Student (GS), Secretary
(S), Vendor (V) and Accountant (A). A typical instance of a project may involve 1 P1, 2 S

.- RA's, 6 GS's, 1 S, 3 V's (e.g., DEC. Symbolics and TI) and and 2 A's (say, one in
Accounts Receivable and one in Personnel).

.( - .....
• 5 . ,' %
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Figure 3 5jIo%%s the conirnunication channels for the 1W olhce. .

GSS

Pi RA.

S~ ~

AS '"

Fiue3 T entr -, rcs .gn dsi am dlo nR fie

The .4.%N illstat au h rt elto s is.seb l

Il-4I ied u eo k-i Naeo t ep ls -out patso.cr

tainplas, hev lsokno Nyh orwhee frm tey an ad soul see inorm tio

Ftavigurnen t 'fe net ri FFC rchsnans n a mo l of n goal ofice. pre
cThey ofcretgarrosancus, ate aluthrtyd reatoshp (se1eow.)

thteN' is nsarv for thmtn peform titacs (recoall thate infrmhat i aou Teatep-
ical -' ag 1t fo7 1 tape oftisirmngtekole thatin eooeragietoi possesses)

At any momuletI a an in moFFCm a naed frent goallc No sar usn or nmr pr-F

cie fcitcure gofal anstnea i FI llustrated in (1), fae-ae

weresenttio lii anusead for insts.goans ofd gactypes, inuing miesands Pranel
arel representle in extene of L n (tJ.r ndethat ret workin coopAetl onhart icti Hr
golut het x ly t a ii v givyesmonible olice workrs, arePsut plnta ar i ui er (1w
gosd toaccompih teoas. te thtoe Auchgas an bea in coict oreda can ompet
fresourbes.o Thrfein the agets ust hate menofdg resoutg thee cornfits.aeofi'

Toae arcecturae of an agset in OFFIe istet illstrte inFges 4. s A Srae-edn
rereenatonis uste forn oes. goalas and pactifons inocluing ms essaesnPldasa

abot the odiio-a t is riuls. rTpsle f lor s awae as abo uthplait relattoareit pIcll

the off. r-e, ill1st ratc-d in Figure 3, thinat are part of thle agcnt's schied uli ng k nux'lt-dg ge

'4 333

%.~. S
% % - 9



Fmessages from other nodes

perceptor '.P

S T N1
Short Ter

Me ,. p

L.t Tn M oa

E~ rerset

of other

schcduhn agc a

knowedg
planm.e

object %

cS
SC)CM3S ob

messages to other nodes
and

to the office workers

Dlow of data

...........................lIi.flow of control

Figure 4. Node Architecture a 5

Representations of two top-level goal types in OFFICE are given in Figure 5. A number
of OFFICE plans are illustrated in Figure 6.

* %
(goal HIRE-PERSONI.: (Typtcal-Responsible-Agents RP' PI)

(Typical-Plant Iirp-plin)
(time-scale days)

IL - (importance 2)I 33'

% . 0
.............................. %, % %-



benehcia7Y Resea-ch-Pr:-,e, e
(Supergoals Conf ormity- between- Work ers- and- Work-Am DunA

lUse-All-Resourc e5-Avai ]able,0
(Trigger (cr (sum of expenditures is less than available fundsi

(there are less workers than needed to-_ do workj)),

(goal PURCHASE A

(Typical- Responsible-Agents PI)
(Typical-Plan Purchase-plan)
(time-scale day' s
(imrorrtarve 1)
(benieficiary (PI S RA GSi; any member of RP
(Supergoals Get-Equipment

Use-A:- Resou rces-Av ai lab le)
(Trigger (and (there are funds availabci -

ItI re benpfhc:a-- 5 resources are incomplete
ccrn::are., t- ,ne tvpira. res-,urces allocated

Feu r;,e 5 The gc als HIRE-PERSON and PURCHLASE

(Purch ar- plan
(icon PU
(With k.gent RP member)

(Object POBJ) is not specified at the moment of
plan instantiati:on

(Amrounlt int) -

(is ( specif.-item-to:-buv (agent RP member
object = item
approx-price = int))

mrake- dccument (agent =RP member ~. -

doc-tYpe = purchase-request
object = itFy-.))

(communicate lagenit = RP member
destination = Secretary

purshase-requeS'I
(plan-selecto-r (lprocess- purch ase- order (agent Secretar-Y

object = item))%
p:,cess-purchase-requisition agent =Secretary -

object =item)))
both plans are compound

(complete-purchase (agent =Secretat-v
object = item))

(preconditions (Agent has money Ve ndo r has Object))
(eflects (Agent hias less, money

Vendor has more money
Agent has- Oblect
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(Proc es P u ch ase-O0rde r ..-. -

(with (agent =secretary
object =item

destination = vend.-r
price =int)) "

(preconditions (approx-price < $250 )
(is (make-document (agent secretary

doc- type = purchase-order
object = (item vendor)))

* (communicate (agent = secretary
object = purchase-order
destination =vendor)')

(Complete-Purchase
(with (agent = secretarv

ob Pct =item *

so-urce =venidcri
(is # communicate (agent =vend:or

destination =secretary

oble-t=ie
(Comm,.-un~cate (agent =veno-:,-

destination =secretary

object il 1
(check-gxds (agent =secretary

o~bject = item'o
(plan-selector (kpaY-for-goods (agent secretary

%destination vendor
object = item0
amount =bill amount)- -

(cancel-goods (agent =secretary

destination = vendor
object = item
amount =bill am ou nt)OM

*(make-document ,a -,:imitive plan
* (with (agent -= person

doc-tvpe =pu.rchas-request I bid-request Ipurchase-order I
disrursernent-fo-rr I itemn-rejection-fcrn I cv Joffer

destination = person I organization
object =(item price )parameters that are mentioned in

the document

(is primitive)
(effects )the document exists

(check-go-ds

(with (agent =perscz-.

object =item))

15pI~n;*-.e . .-.* . .
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(with (agent person

destmna-r - pe,-Dn
obiect = message
type assertion I question Iorder
instrument medium))

medium is a list of phone, mail, csnet etc
(is primitive)
acion-for- prirnitiYe))

(with (agent =persun

object = message
was-invoked-bY= pers n 3

is ip~ari.5eect,-. , aszk-raK tags-nt pers nl

was-invoked-by = perscn3
instrument =medium)V

t.n,_- tra.cr ) ager.t = persc:n

Dbie,2 = message-
(e~e-ts (communicate agent p ),scn I

d e ct n at c- n p e.-c:.3

Figure 6. A sample of OFFICE plans.

-' Local and Global Scheduling Knowledge

A special part of the knowledge in OFFICE is the knowledge about scheduling and prior-
itizing activities by the nodes in the network. A part of the scheduling knowledge is

* static, that is. is considered true irrespective of the circumstances in which the schedul-
*Ing takes place The other portion of the scheduling knowledge is dynamic in that it

takes into account the presence of other goals on the node's agenda and the suggest,
the wvays o-f dealing -,kit h goal confl ict :

The static part of an agent's scheduling knowledge includes the authority* and responsi-
bility structure of the office and the profiles of actual workers in specific roles within
the organization The latter includes both the workers' stated attitudes and preferences
with respect to khe types of jobs they are performing and their personality profiles, as
understood by- the current agent, on the basis of which the above attitudes and prefer- -

ences can be inferred

The dynamic part of this knowledge includes a snapshot of problem solving activities
* from the current agent's perspective. a representation of time and other resources, and % ~

a set of operatvrnril rules that contribute to the task of scheduling. In this paper we will
present tieerulcvs X, a se't uf scheduling heuristics, bylpassing. k'-r the- sake of clarit'
and understandibilityv the actual formalism in which they, are expressed The schedulin'g
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heuristics are as follows. i... .

1. Static priorities are stated for all the types of top-level goals. The instances of .
goals with higher static priorities will be preferred. Thus. for instance. Purchasing 0
can be declared more important than Hiring.

2. The more time a goal spends on the agenda, the higher the priority it acquires.

3. The less time the accomplishment of a goal will take (as estimated by an agent).
the higher the priority it acquires.

4. The smaller the effort needed for the accomplishment of a goal (as estimated by an , -
agent), the higher the priority it acquires. This rule measures effort in terms of
both the amount of energy exertion on the part of the agents and the number of -' _
intermediate steps (plans) still estimated as needed to accomplish the goal.

5. If a precondition for a plan selected to achieve a goal is false, the goal's priority
goes down: however, for specific types of preconditions and nodes a new goal of -

satisfying this precondition can be establish( i.

6. The higher the authority of the node responsible for a goal, the higher the priority
it acquires

-7 Beliefs about the agendas of other network nodes weigh less in the decision process
than the contents of own agenda. For example, if the level of authority responsible
for a goal G is inferred by a node then it will increase the priority of G to a lesser
degree than in the case when the authority level was explicitly obtained as input -

8. If the accomplishment of a goal satisfies preconditions for the execution of a plan
(or a number of plans) leading to the achievement of other goals (on any of the
goal agendas in the network), the priority of the goal is considered higher 0

The influence of prioritizing rules based on the above scheduling heuristics is calibrated
to produce a general dynamic priority for every goal on a node's agenda.

2.2. How Do the Agents Operate?

" A cycle of processing by each agent involves a consecutive invocation of the perceptor.
the goal generator, the scheduler, the planner and the executor (cf. Figure 4).

The perceptor , .

obtains as input (either through the network or from the office worker) messages about
I chang-s in the world that were received since the previous time cycle (changes are vari-

.ous new states, including results of actions performed by agents in the system).

Input messages are classified according to their speech act character Messages can be
either assertions or requests. Assertions can be definitions. opinions, facts, promises.
threats and advice Requests can be questions (request-info) or commands (request-
action). Commands are orders, suggestions or pleas. This classification is needed to .

improve the understanding capabilities of the system (as compared, e.g., with POISE).
Also, it allows a clear wa, of setting goals for the nodes in the network

33
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Next, the perceptor 'understands' these actions in terms of plan they are parts of an""
correspondingly, in terms of what was the goal that the agent of that action pursued
This step embodies the plan recognition activity of the system. since, in the generaii %
case, it must understand plans of others in order to perform its own plan production.

The goal generator

updates the agenda of the node's goals due to new inputs. Thus. the arrival of the fol-
lowing input:

(message- 14
(instance-of messag. .
(speech-act orde:, ...

(sender Pl- 1)
(receiver Secretary-3.3j
(proposition (communicate Secretar"-33 I S

Vend.r-101
N4 hat is Ihe price of desk-2'-
Phone) i

will lead to the generation of the low-level goal instance 'Get-Info-34 that %%ill be
fulfilled A hen the secretary knows the price of the desk. The plan selection for reaching I
this goal also is specified in the message: using the telephone. 'Get-Info-34' is added to
secretary's agenda of goals to accomplish.

There are thus two kinds of sources of goals for every node. One source is the state of
the (office) world (if there are more workers than workstations, the goal of purchasing
equipment will be generated and put on the office head's agenda). The other source, as
in the above example. is messages (requests and orders) from other nodes. •

The scheduler

selects a goal to pursue from among a number of candidate goals on the agenda. It
applies condition-action rules designed on the basis of the above scheduling heuristics
and evaluates the current local state of problem solving from the current agent's per-
spective. After the scheduler finishes operation, one goal from the node's agenda is .
selected for processing. and control is passed to the planner.

The planner ...-

has the task of providing a plan for the achievement of the goal scheduled by the
scheduler. If the agent knows of a canned plan that typically leads from the current
state to the goal state, the planner simply passes the plan to the executor (see below). If
more than one plan can be used to achieve a given goal, the planner selects one of
them. based on the scheduling rules. The same heuristics that are used for scheduling
goals are also used for plan selection. This is in itself a scheduling heuristic. ..%.-. w.

The knowledge needed by the planner includes the list of plan types. the list of plans
that are believed by the node to be instrumental in achieving the goal selected by the I S
scheduler, and the for competing plans.

339 . •
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The executor

is called after the planner selects a plan for achieving the current goal. It performs the -
following sequence of steps: 0

a) creates an instance of the chosen plan (if such an instance does not already ','*

exist) and lists it under the corresponding goal on the agenda.

b) checks preconditions of the plan: if preconditions do not hold (the plan is not
immediately applicable) then sets precondition states to be (sub)goal states: puts "
them on the goal agenda (note that one of preconditions is 'to have values for all
non-optional parameters') else expands the agenda tree by substituting the current
plan by the sequence of its component plans

c) if the first subplan in this sequence has the current node as its agent, it is pro-
cessed by the executor; if another role in the office is the agent of a subplan. the
execution of the current plan is interrupted and a value of its 'status' slot is set to 0
suspended' and a corresponding message is issued to the agent of the next sub-
plan.

d) if the plan is 'primitive' the actions specified in it are performed. Then the exe-
cutur check- whether the plan is completed, if yes, the executor reports this.
through the communication channels, to the node responsible for supergoal of the
goal m hich the current plan helped achieve. In this way responsibility relationships
are both statically and dynamically introduced into the system %

3. An Example Run of OFFICE.

We will consider 2 top-level goals: Purchase and Hiring The processing will be traced
from the standpoint of one specific network node, that of Secretary (S). At the begin-
ning of the run S already has a nonempty agenda of plans and goals. It also has a -', '

representation of agendas of other nodes in the network. This representation may' con-
tain mistakes. because it is mainly a result of plan understanding activities of the node. - -

The contents of S's agenda and S's belief about the agendas of a sample of other nodes
at the beginning of our manual trace are given in Figure7-

° '. .• - -

.e...- .,

This is asirplfcatin In realty plannigand execution steps can be nterieaved
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IS - own ager.-4d
- - - - - - - - - - - - - -

AGENDA ITEM I
Purchase-plan3 (object terminal

communicate (agent S destination = PI, object=

communicate (agent = VI object =terminal
destination S

communicate (agent = VI object bill
destination = S

check-goods (agent PI object =terminall6,

plan-selector dge: t S object
pay-ror-goods (agent S destinati-n N'l

object =bil!

cancel-goods (agent =S dlestinati~n =VI S
Pt r: terFiiria, 16 bil:

AGENDA ITEM 2
process-purchase-order5 (c~b~ect or)

make-document fazeri: = S dc ettp~=pu-ch26se- rde,:

communicate (agent S Do et - purchase-.order destinatio~n =V." P

Sec~ ~ ~~~P sc esacc:P agend.i

AGENDA ITEM 1
Purchage-plan3 (object =terminal16)

complete-purchase (agent PI object =termina!161

AGENDA ITEM 2
Hiring-plan2 (PA)

evaluate (agent = PI o~bject =candidate3)

make-document ( agent =S object = offer dlestinaticcn candidatef.
communicate kagent = S -_:'ject offer destination candidatesij

select agent =candidate object accept, rej)
make-dloc fae'.n!t candidate -.bject =accept re;)
communicaue a (n andidate c c: acceq;'
plan- selector agorit =S obtject

acceptance- track rejection-track

S s representation of RPLk s agenda

AGENDA ITEM 1 % NO~
PUI tobjert = br.-A:.I I S

proce."-pturchase-ordier (agen! S ~bject bcAk 11
complete-purchase (agent =S cbject =bc'ck11)
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An agenda item consists of the name of a goal and the names of those of the plans . .,

selected for its accomplishment that are not yet (completely) executed, with the bind-
ings for their parameters. Plan names are printed in bold Plan names with numbers.-
appended represent plan instances. The above agendas say that the secretary has the
plans to facilitate the purchase of a terminal and to facilitate purchasing of a book
asked for by a research associate (Purchase-plani); S believes PI has plans to hire a
research associate (Hiring-plan2) and to facilitate the purchase of a terminal (Purchase-
plan3). S also believes that RAI has the plan of purchasing a book (Purchase-plan1). PI •
is responsible for both g on its agenda: S is co-responsible for the Purchase-plan3. In
contrast, S is responsible only for a subplan of the top-level plan Purchase-plan 1. RAI

is responsible for Purchase-plani.

Figure 7. Sample Contents of the Agendas of an Agent. 0

Now let us trace the operation of OFFICE through a number of time slices starting Aith

L the above state. observing the decision S makes and the changes to its agenda due to 0
new inputs.

------ time slice 1 -".

Suppose. there is a message posted on the secretary S's blackboard : messagel9 from -- a,.

research associate RA2. of type order. that asks to get a price for a desk from vendor V
by phone. This message is received by S and a new goal. GET-INTOll, is generated and
put on its agenda. S also updates its representation of RA2's agenda by adding there
the (inferred) plan of buying a desk. Note that the inferred Purchasing goal is not on
S's agenda, therefore. S is not responsible for it.

Next. the scheduler must choose one of the 3 goals on the agenda (PU3 P-P-O5 and GET- S
1NTOII) for immediate pr,'.--essing.

In our example the Get-Information goal will be chosen. This happens because the Pur-
chasing goal i, out of contention since it is in the stage of waiting for ordered goods
(terminal) to come (Scheduling Heuristic 5). The choice is. therefore, between the ..-.

Process-Purchase-Order and the Get-Information. P-P-O has, of course, been on
agenda for a longer time (Scheduling Heuristic 2), but GET-INTO can be performed by
just placing a phone call. while P-P-O requires typing out a form (Scheduling Heuristic .

4). There is no rush on the book order, so the goal that can potentially be achieved
sooner (Scheduling Heuristic 3) is selected (Scheduling Heuristics 2 and 3 prevail in this
case over Scheduling Heuristic 4).

Next. a plan get-info is found for achieving the chosen goal; this plan is instantiated •
and the executor runs its first subplan: communicate15 (agent S, object mes- .-

sage3-. prnpcition = mesSagel9.proposition. destination - V2. type = question.
instrumnt phone). As a result of that subplan, the vendor is informed about the
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quest ion.

-- - tim e slice 2 - - -%

:. .-. j-

* New inputs: a) Message20: a terminal and a bill arrived from vendor VI b) Message 21:
the price for the book arrived from V2.

The messages are perceiv" -d understood as the execution of specific plans traced on"-
S's agenda: a) refers tc ;he "wo communicate plans that are objects of the next com-
ponent of the plan chose., for the Purchase3 goal instance: b) is the response to mes- -'-

sagel9 above.

The above messages do not lead to the generation of any new goals. The scheduler now
has the following choice: PU3 P-P-05 and GET-INTOii P-P-05 has the same status as at
the previous cycle. PU3 is now at a point where the PI must be told that preconditions

.o are met for the execution of the check-goods plan (because the terminal arrived). Only
,* one action remains to be performed in GET-INTOli, and that is to relay the information ..-

obtained from V2 to PA 2

- At this point GET-INTO1l is chosen for the following reasons. S knows that PI is
currentlv in a meeting with a candidate for hiring. Even though the importance of the

.4 check-goods plan is relatively high (Scheduling Heuristic 1), it cannot be performed at
this point (the presence of PI is necessary) and is therefore rated low. GET-INTOII is
closer to completion than the other goals. In accordance with Scheduling Heuristic 3. it "--
is selected. and S sends the plan (communicate agent S, Destination - RA2. "

Object = NMlessage2l.proposition) to the executor. S

* After this plan is executed, the entire tree for GET-INTOll is deleted from the agenda. -

4. Summary and Status.

We hope we have shown that in order to provide assistance in distributed office -

- environments we need to integrate the agent-centered, the task-centered and the
cognition-oriented perspectives. It is important to carefully choose the task and del-

ineate the world corresponding to it. It is equally important to provide an architecture
," that can support sophisticated scheduling activities by nodes in a distributed problem

solving network. At the same time one should try to explore the sources of real-world
knowledge that is used as the basis for scheduling. In addition to the observable world

.r situation the scheduling algorithm must have access to the knowledge about the inter-
*. nal states of the processors, or, in other words, the 'personality profile' of the agents to

whom the system provides assistance.

The node-level knowledge and processors have been implemented in Zetalisp on a Svm-
* bolics 3600 Lisp Machine. We are currently developing the network level of the system.
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POPLAR: A Testbed for Cognitive Modeling.

Irene Nirenburg. Serge, :'irenburg and James H. Reynolds

Colgate University, Hamilton, NY 1334b

ABSTRACT '

This paper presents an overview of a cognitive modeling system centered around a
personality-oriented planner, and then describes in detail the types of knowledge it

uses to make control decisions POPL-%R, is a model of an intelligent actor capable of
planning sequences of control and domain actions in a simulated world that exists
independently of the planner. The world is a simplification of the 'Dungeon' computer
game environment. The actor makes control decisions on the basis of situational I
knowledge as well as its personality characteristics (character traits, physical and
mental states) and its beliefs about personality of other cognitive entities in the
world. POPLAR is a step toward an A- system whose behavior is psychologically . -

justified and can provide the basis for an experimental testbed in cognitive modeling.

1. Setting the Stage. .

The POPLAR planner is a component in a model of an intelligent actor. It is an approxi- '---"-
mation of the human actor in that:

i) like humans, it possesses multiple goals with associated plans:
0 0ii) like in humans, its control decisions depend upon multiple sources of information. e.g

input from the 'objective' world, its permanent character traits, its temporary physical and
mental states, and past experience;

iii) like humans, it is immersed into an 'objective' world, changes in which can be introduced
not only by the actor, but also by events beyond the actor's control, making it necessary to -
deal with non-monotonicitv. I

We believe that the essence of an intelligent actor's cognitive activity is best described in
terms of the following loop:

I) perceive input stimuli (sensory. proprioceptive or mental):

2) generate goals connected with these stimuli:

3) schedule the most important goal instance for the given period of time: the one to which p
the actor's cognitive resources are allocated;

4) choose (occasionally, create) and

5) execute plans to achieve this goal, including performance of physical, verbal or mental
actions that are components of these plans. Executions of the loop provide continuous
change and stimulation at several levels. Physical actions introduce changes in the objec- '

tive world. Verbal actions can provide sensory input for other intelligent actors in the
world. Mental actions introduce changes in the world of the actor himself (his event
memory and beliefs) So. the actions by the actor and other actors in the objective world .

change this Aorld, and therefore, provide new inputs for the system,
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POPL R offers a solution to above loop components 2). 3). the non-creative part of 4), and J
the mental action part of 5). The visual perc-ption portion of 1) and the physical actions of 5)
are simulated through interaction with the human user of POPLA.P 6

In the current implementation there is no natural language capability (i e. the verbal
behavior of 1) and 5) are not addressed). Nor do we tackle in any complete and principled > .

manner the extremely complex problem of learning (one facet of which is the creative part of 4). "- ,'

The central cognitive and architectural points that distinguish the current version of % -
POPLAR are, in addition to i) - iii) above, as follows: I

A. The choice of the type(s) of knowledge for scheduling (cf. 3 above) and selecting (cf. 4
above) activities. We proceed from the assumption that in a non-trivial world these opera-
tions should be based on a psychologically justified model of human cognitive behavior.
This property makes POPLAR personality-oriented, i.e. provision is made in the present
model for introducing personality factors that influence goal generation and plan selection.

B. Decisions concerning the organization of metaknowledge that monitors and directs the cog- 0
nitive processes of goal generation and plan selection. POPLAR represents such metak-
nowledge in the same framework as the domain plans (top-level, intermediate and primi- . ... -

tive). This allows them to be processed by the same reasoning mechanism.

A discussion of POPLAR's relation to other work in the field is in Section 6.

2. The Conceptual Architecture of POPLAR.

The conceptual architecture of POPLAR, as presented in Figure 1. consists of the following
modules:

1) the objective world, information from which and from

2) the regulatory system of the actor, where the non-cognitive knowledge about the actor's 0
character and physical and mental states is stored (cf. Norman, 1981), is obtained by

3) the sensor, which processes this input and produces, in the short-term memory (STM)
of an actor,

4) the snapshot, in which the objects currently perceived by the actor are stored, with their -

parameters, to be scanned by

5) the goal generator component of the reasoning mechanism (the cognitive module) which .

produces

6) the list of candidate goals, that contains all the goal instances that the actor has at a cer-
tain time, including the ones added after the new input was processed. In making its deci-
sions, the goal generator uses the data stored in

- 7) the actor's long-term memory (LTMI), which contains knowledge about ,

a) the beliefs the actor has about

- objects in the objective world, including self-beliefs

S- actor's goals

- domain-specific and metalevel processes (stored as plans)

b) the acquired values the actor has about these beliefs: what is more important, when %
and why, etc.

c) the event memory that embodies past experience.
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8) The scheduler component of the reasoning mechanism chooses (schedules) a goal instane".
in the list of candidates and selects the appropriate plan for its achievement. The executor
component of the reasoning mechanism then attempts to execute the plan. Lomer-lelel "'
primitive plans are, in fact, actions that are performed by

9) the output module; these actions can introduce changes into the world, into the list of can-
didate goals and the long-term memory.

3. The Implementation. 0.

POPLAR is an implementation of the above conceptual schema in a concrete application
* domain. It has been implemented in PEARL (Deering et al.. 1981) which runs in Franz Lisp under " " '

Unix 4.2.

The world in which POPLAR is immersed is reminiscent of that of the well-known 'Adven- ,'

ture' or 'Dungeon' games. We represent a cave in which POPLAR's actor can find and react to 0
enemies, treasures, tools. weapons, food and other objects. It is important to understand, how- '

ever, that POPLAR is not a game-playing system. We are in the process of applying the system.
in a different domain (the office world).

At present POPLAR's actor is supplied with three basic goals:

1) 'Don't get killed', dubbed Preserve-Self-I or PSI
0

2) 'Don't die of hunger, thirst or fatigue', Preserve-Self-2 or PS2

3) 'Collect as much treasure as possible', Get-Treasure or GTR.

In POPLAR the system is making the decisions about what to do next, while it is the
responsibility of the user to provide it with input and means for verification of success of actions.
The user, therefore, provides the testing ground for the system's empirical experience in the
world. '

With this caveat in mind, let us see how POPL.R is organized to allow its actor to 'act' in
this environment.

4. The System Architecture of POPLAR.

POPLAR's system architecture (Figure 2) represents the conceptual architecture of Figure 1 
with implementation restrictions superimposed.

In the current version of POPLAR the role of the objective world including the provision of
its rules-, 'the laws of nature', is assumed by the human user experimenter. The user also intera.
tivelv introduces and removes objects in the cave and modifies their parameters. (In future ver-
sions we intend to implement ongoing changes in the objective world generated by the operation
of if-added demons on a World Blackboard (cf. 4.2.).) .

The user also either permits or forbids certain primitive operations to simulate the actor's
pragmatic experience. For example, the user might forbid the actor to pick up an object that is
'too heavy' but previously believed by the actor to be manipulable. This natural state of affairs . ..

underscores the difference between the objective world and the world of POPLAR's actor and his
beliefs. It is also a means of modeling mistakes (a necessary first step in trying to learn how to
recover from them).

The sensor and the output block are simulated in POPLAR's monitor (though mental
actions are performed by demons (see beloA)
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When the user decides to add an object to the current world it doe- it by listing irt h.

world blackboard (WBB). the data structure interfacing the objective world and the world of
POPLAR's actor. WBB also contains a clock which guides all temporallk spread processing

The STMI of POPLAR's actor has the reasoning mechanism (the monitor and the executor
with their associated bookkeeping functions, demons) permanently connected with it'.
STM contains one-instance metaplans: the goal generator and the scheduler. STMI also includes

the actor blackboard (ABB), which contains slots relating to the current state of POPLAR
actor's activities, including notably the agenda of activated goal instances.

POPLAR actor's LTNI contains his objects, plans, rating functions and history. Cf. a -
detailed discussion ii I

POPLAR actor's knowledge about his own regulatory system and that of others is linked inl
the implementation with the representation of these objects in LTM. In addition to knowledge -

about objects. LTNI contains knowledge about plans. history of processing and proper scheduling ' .

and selection.

Let us discuss; the components of POPLAR in greater detail.

4.1. LTM1-.

4.1.1. Objects.
Several typical object frames and the semantics of their slots are described in Appendix 1.0

The choice of character traits is at present empirical. However, in parallel to implementing
POPLAR, we have been conducting extensive psychological experiments seeking to establish the
set of 'primitive' personality characteristics and their mapping into more complex notions that

* are used by intelligent actors in person alityv-based decision-making. A separate set of experiments
*will determine the primitives for specifying mental states of the actor.

POPLAR's knowledge about the dynamics both In the objective world and in the actor
world is represented as a set of declarative structures called plans. .

Plans- in POPLAR are cla-..ified into several groups (cf. Figure 3)

First. there are domain plans that describe actions in the world and metaplans that
describe the procestes that manipulate other plans. These include such plans as the goal-
generator (gg). the plan-selector, the agenda-scheduler (as). etc. Second. there are top-level plans-

p whose instances appear in POPLAR's agenda as representatives of the three main goals. and
primitive plans that are no further decomposable into sequences of actions and provide the
proper framework (of preconditions, effects, etc.) for their main action.-

The plans that are neither top-level nor primitive are called intermediate. Intermediate
plans are never scheduled other than in the process of expanding a top-level plan. There are no
intermediate rnetaplans Also, all of the metaplans are primitive (decomposable). and two of

them, at the same time, top-level

The monitor. the executor and the bookkeeping functions stand out among the componet t of STm in that

, oar, nc ac ( untioB the a'ta, performs them instinctivel, while or other e aementd at STM the r

, POPtnrRis arWBals:otisacokwihgie altmol pedpoesn
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To illustrate the above discussion, consider, for instance the top-level plan of dealing with * S
enemies, such as. in the POPLAR objective world, snakes, crocodiles or trolls. The actor can ha e .
a number of (intermediate plan) possibilities: to fight. to flee, to hide, to wait and see what hap- -,
pens, etc. All of the above are decomposed into strings of lower level plans (such as get, take. e
find, etc.), and the process of decomposition continues until all the final decopositions contain..... ,
only primitive plans (such as, for instance, move or take).

Plans in POPLAR are represented in a modified version of the language EDL (Bates et al. .
1981; cf. also Croft & Lefkowitz, 1984). The frame for a plan contains the following slots
(clauses): .

)ID the name of the plan

TOP-LE\TEL-FLAG is this plan top-level? I r

IS contains the temporal and causal expansion of the plan

COND used to pass parameters ('propagate constraints') to lower-level
plans upward propagation will be added for the plan recognition

WITH specifies the parameters with which the current plan will be pro--
cessed . q

CONTROL contains predicates to choose whether to execute optional steps in
the plan this slot has the form of an a-list: (<(Control# < s-
expr>)>* %

"%-3

PRECONDITIONS predicates that allow the processing of the current plan to start: ,
differ in principle from CONTROL predicates by being indepen- "%.%"

dent of the current context of plan processing ..e P4

STATUS one of 'on-agenda', 'executed', 'succeeded', or 'failed': used for
communications with the reasoning mechanism - .

ACTION-FOR-PRL\IITIVL if plan is domain primitive permission is requested for its comple-
tion and the main action is performed (the rest being 'effects') -. ,', "

I 0

TWIE number of time cycles the plan takes (only for primitives) - either
integer or s-expression that evaluates to integer

RATING-FUNCTION scheduling knowledge, see below -

EFFECTS auxiliary (including bookkeeping) modifications accompanying the I
success of the plan

Fiire 4 cot, ain. a grammar of the plans implemented in this version of POPLAR. and
Appendix 2 contains annotated examples of POPLAR plans.
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4.1.3. The Rating Functions. 0
The knowledge that POPLAR's actor has about the relative importance of a tol-level goal " "

instance and the relative merits of one plan of action aimed at achieving a goal over another is .

embodied in the rating functions. In the current implementation rating functions are associated .
with every plan that can serve as parameters in the plan-selector and the agenda-scheduler.
a choice among plans that can be pursued is possible. They draw upon: 0

a) knowledge of the objects involved in an objective world situation:

b) the character traits. mental and physical states of the actor:

c) the actor's beliefs about the character and current physical /mental state of any other cogni-
tive entity participating in the situation: V ,

d) the actor's event memory. the history of past processing.

Thus, if two actors, Actorl and Actor2 find themselves in an identical threatening situation : ,

(e.g. a snake), but one of them is more courageous (a character trait) and or is in general not
very fearful of snakes (a situational characteristic), the actors may respond to the situation by
choosing different plans (e g. Flee for Actorl and Fight for Actor2) or even altogether different
goals (while Actorl is likely to choose Preserve-Self' against the snake -- because high levels of
attention to threats can be expected from actors with low courage values; Actor2 may choose, . 0

say, an instance of 'Get-Treasure', because the snake is not serious enough a threat).

The construction of rating functions is an empirical process of gradual refinement. Even
without changing the knowledge used by the rating functions one can always manipulate param-
eters of a function to calibrate its results.

One of the objectives of the psychological experimentation conducted in parallel with this 0
project (cf. Section 7) is to better understand the nature and parameters of the rating functions. -

Examples of rating functions are presented in Appendix 3. .

4.1.4. H istory - " "°

This part of the actor's LT%1 contains his memory of past processing. In principle. history
can have a very rich structure and be used in a wide variety of ways. Special demon-type func-

, tions can be defined, for example, to introduce modifications into the actor's beliefs about objects
and processes in the real world based on certain patterns in the event memory' This is one more
location in POPLAR's architecture where a measure of learning can and is planned eventually to
be introduced.

At present the history contains only two types of data a) the record of all the recursiv, S
calls to the executor in the form of paths that the processing took in the grammar of plans and
b) a list of the objects (physical or mental) found by all instances of the Find plan, thi . . .
knowledge is used to retrieve the status and the results of various plan instance- A tpica.
instance of history is presented in Appendix 4.

+ An example Suppose that in an internalized plan for fighting crocodiles 'sti s i 1 hs-.! as th t- - a;- -r
Then during one invocation of the plan Fight (Actor Crocodile % eaV.pon no stik c'ul!t , s' ta: ' ' ' ,'b .
had to use a gun. It appeared that both the results were better and the fatigue increa e % wL snall, r , i' .6." t-
plan executio, %%a-, wrate:' into the history a com parison is rna e (bv the a ..c e 1 m -T , a' - ' . : *

about th. stu'i l'ck r~g the est ea ,cr. nis ccange,'
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4.2. Actor/ World Interfaces: the blackboard.
* S

.As mentioned aboN e. in the current implementatinon of POPLAP th.r- Irt. t I,_. L[,i1 kOcr -.

that facilitate links between the world and the actor.

4.2.1. The World Blackboard.

WBB is used for introducing new sensory input and managing temporal relations in the
system. POPLAR has time-triggered demons that automatically update the values of the actors I 0

physical and mental state based on the amount of time he engages in a certain activity.

In their simplest manifestations. the time-related modifications deal with increasin, th -"-

actor's hunger, thirst and fatigue values at predetermined independent rates When the value of
any of the above parameters becomes greater than a predefined threshold, a message to this effect .
automatically registers in ABBs -states-perceived' slot. as a result of which at the next pass of
the monitor an instance of Preserve-Self-2 goal will be activated, and the corresponding top-le\el
plan will appear on the agenda -.-

Temporal knowledge is also used to implement a simple model of attention. A detailed dis-
cussion of this mechanism %%ill be deferred till Section 5.

4.2.2. The Actor's Blackboard. •

ABB contains information about

a) the list (*objects-perceived') of object instances that the actor has perceived in the current
environment:

b} the list ('states-perceived') of all physical states currently perceived that warrant the atten-
tion of the goal generator (e.g. the level of hunger above a threshold). 0

c) the agenda of all top-level plans (the representatives of the main goals) vying for the atten-
tion of the cognitive processor of the actor at any given time:

d) the stack ('current-path') of plans currently being executed (from a top-level plan to a
primitive).

In future implementations, specifically when plan recognition will be added to the repretoire 0 •
of POPLAR and the number of actors inhabiting its world will be allowed to be greater than
one, the number of ABBs in the system may grow to as many as the square of the number of
actors. This is because every actor stores his beliefs about other actors' activities in instances of
.A313 attached to his representation of these other actors. Therefore. each actor th,'oreticali. ca,.
be aware of all the other actors and contain an ABB for each. including himself

A typical example of ABB and WBB contents is presented in Appendix 5 0 0

5. The Algorithms.

5.1. The Monitor.

The top-level control function of POPLAR, the monitor. is an infinite loop (our actors do
not die -- only if killed by enemies') which performs the following tasks 0

a) it maintains contact with the user (to obtain new input); "

,) it start, the, executor loop that consists of i) pro(es-.sinng n-.% input il) sch-'dultnc an action . - .

and in executing this action

q A
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c) it displays selected situations in the world with the help of a (ra: r simple) graphic inter- P

face,

5.2. The Executor.

The main bulk of POPLAR processing is performed bv the executor. To understand how ..

POPLAR works it is sufficient to trace a cycle of its activities. . .d .-.

The executor is called many times during one monitor cycle. First, it processes the goal
generating plans using the information obtained by the monitor from the objective world as well
as that from the actor's regulatory system. As a result of this stage, the agenda of competing top
level plan instances is updated. Second, it executes the agenda scheduler plan select the best can-
didate plan. Finally, it executes the chosen top-level plan (this involves a number of recursive
calls to the executor). When eventually the execution ends, the result of current processing (suc-
cess or failure) is reported, and a new cycle of the monitor begins. S

Omitting a few overly technical details, we can describe the activities of the executor gen-
erallv as follows:

a) obtain a plan to process: if it is not a plan instance (the agenda holds only plan instances,
e g. 'GTR19'. whereas is clauses of plans are formulated in terms of plan types, e.g.
'Find'), create a new instance of this plan:

bI check the plan's preconditions clause: if preconditions do not hold, report failure and its
reason and exit: otherwise,

c) expand the plan by considering its is clause: call the is clause parser

c') if the is clause is 'primitive', then action-for-primitive is performed (most often
this is a request to the 'laws of nature', the user, to allow an update in the objective
world, e.g. a move by the actor if the permission is given the processing proceeds as

specified in e') below. if the action is not allowed the processing proceeds as in e").
(Let us repeat that the semantics of this situation is that the actor's beliefs about the
objects and or plans and 'or values are somewhere wrong, as a result of which some
indication of imminent failure must be given to prevent the 'automatic' success of - .

most planners in situations where the internalized preconditions of a plan hold.)

c') if the IS clause is not 'primitive' the parser has to make specific control decisions i)
whether to execute an optional subpath in the IS clause; ii) which of any possible

number of disjoined subplans to choose for fulfilling the current plan (The ability to
choose one of a number of 'shuffled' subplans (those that can be fulfilled in any ten- -

poral order) will be added to POPLAR in near future.) The knowledge about whether *d'

to execute an optional subpath is encoded in the control slot of the plan whose is
slot is parsed. The knowledge selecting one of disjoined subplans is contained in the ,"" -
plan-selector metaplan and the rating function slot of the current plan. Once it
becomes clear what member of the is clause should be processed first, the executor

d) calls itself recursively with this plan; this event is recorded on ABB (cf. 4 2.2), specifically.
in a data structure called current-path the old content of current-path is added to his-
tory (cf. 4.14).

e') if an is clause is processed to its end (cf. the special case of 'primitive' in c') above), the "' ."
status slot of the plan is set to 'succeeded' and the effects clause is evaluated:

e if for some reason the is clause cannot be processed to its end, the status slot is set to
'failed' and
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f) thi- information is communicated to the parent plan the current t la, is discarded from th,
current-path stack, and the proces-inc of th, is lau,-e of the parent resurne- When . .
eventually, the outcome of the top-level (and bottom-of-stack in current-path) plan %

becomes known, then

g') if it succeeded, then the effects clause is evaluated and the corresponding top-level plan
instance is removed from the agenda (and added to history).

g") but if it failed. then, assuming that the need that had spawned this goal has not been •

satisfied, the executor creates a new instance of the same top-level plan and adds it to the
agenda instead of the failed one (which goes to history)

h) a ,i" ,. Uf Tth Pilitor -,arx-

5.3. Modeling Attention. p 0
The previous section described the normal flo-A of control in a monitor cycle In real lif.- '

however, an actor can hardly have the luxury of being able to finish the processing of a top-level
plan without taking in new information about the objective world In future implementations of
POPLAR the temporal relations among plans %ill be elaborated to include the many possibilities
of concurrent processing (cf. Allen. 1983a. for the description of a model of time that can b-
adapted for use in our model cf. al-o Vi-Cue K Lesser. 19 ;3) for a temporal logic in the P('-i.
ststem).

A t preent, however. POPLAR reacts to this problem as follows. When a top-level domain
plan is chosen from the agenda anA! passed over to the executor, its rating is used for calculat i.c
the number of time cycles this plan Aill be allowed to execute without being interrupted. The
more 'important' the plan (i.e.. the higher its rating) the longer it is allowed to execute uninter- . *-,..

rupted. This current programming device is a rough simulation of the actor's concentraticn or p
attention to the task. Intuitively, the more immersed one is into a task, the less one would be
inclined to be distracted byv new sensory inputs. It is obvious that character traits and
physical mental states affect the ability to concentrate.

When an interrupt occurs, the entire current-path is suspended: the instance of the top-
level plan is deleted from the agenda and another instance is created and added to it (the ne"
instance reflects the knowledge of the stage at which the processing was suspended. history is

used for this purpose). Then t,,e monitor starts a new cycle.

5.4. An Example.

Suppose we want to test POPLk.R's performance in the following situation of the xAorld
We want to put the actor in a cave with a rock, a snake and an apple and to set its hunger well p
above the detecting threshold.

POPLAIR acts as follows:

a) asks the user whether he wants to remove certain objects from the world, we do not, so we
answer in the negative: . Z-

b) asks the user whether he wants to change any of the properties of the objects already
present in the world, this is the time to input the (high) value of actor's hunger:

c) asks whether the user wants to add new objects to the world; we do: since our perception
modul- simulated Ae submit prefabricated instances of objects to POPLAR We Arite

(rockl snakl 3pplel.

* S
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d) adds the above object instances to A.3B.objects-perceived Since snakes spawn the need for
protection (by virtue of their being descendants of 'creature'). the goal Preserve-Self-I iI

• - activated (by the gg-input plan) and an instance of its corresponding top-level plan, PSIO. %
is added to ABB.agenda (which already contain the unique instance of the Agenda-

Scheduler plan that resides there permanently); appropriate messages are issued by .

POPL'.R'

e) detects, through gg-states-perceived, the actor's hunger: 'hunger' is added to ABB.states-
perceived and an instance, PS20, of the top-level plan of the Preserve-Self-2 goal is added
to ABB agenda: appropriate messages are issued;

f,' since no objects had been rresen , in the world 1,efore. an . therefore, no change- to their
properties could be introduced, gg-objects-perceived will not be needed in this case, a mes-
sage to which effect will be issued:

g) at this point A.BB.agenda is (agenda-scheduler PSI0 PS20): the monitor calls the executor •
with the scheduler plan, as a result of which the two domain plans receive ratings. Suppose
now that PS20"s rating is higher (because the actor is very hungry and at the same time

not too afraid of snakes): this being the goal choice,

h) the scheduler is called with PS20(Actor hunger): checks its preconditions (empty!) and
expands its is clause: the plan-selector, using the rating functions in the plans Eat. Drink "
and Sleep, decides to select Eat: an instance of Eat, EatO(Actor) is created and pushed onto S
current-path

i) EatO's preconditions are checked (empty!). and its own is clause is expanded: this means
" -creating a new instance of Find, FindO(Actor food Actor.inventory), -- that is, first the

actor wants to check whether he is carrying some food;

j) the control] predicate chooses whether to execute the optional Find and Get plans: the

predicate essentially returns 'true' if the previous Find failed; the optional subpath
corresponds intuitively to the situation when the actor looks around him trying to find
some food; suppose now that FindO fails; in this case,

* k) Find(Actor food ABB.objects-perceived) is executed: Find's IS clause is 'primitive', its -

action-for-primitive is to record the object found; Findl finds applel.

1) next, GETO(Actor. applel) is created and pushed onto current-path. this instance . is 0

clause consists of Mov-' followed by Take; (in reality, Get has three parameters, the third
being the indication of the time that the actor can spend on retrieving the object -- this it,
very handy as a precondition if, for example, an adversary can reach the desired object

%first'-

m) MoveO(Actor Applel) is created and pushed onto current-path; Move is a primitive plan,
so its action-for-primitive asks the user for permission for the actor to move to the point -.- , -

where applel is. We grant the permission; MoveO evaluates its effects, updating the posi-

tions of the actor and all the objects in his inventory and sets its status to 'succeeded': -

n) eurrent-path is appended to history; Move0 is popped, and the next plan in the IS clause
of GetO is pushed onto current-path: Take0(Actor applel): "'""*

o) TakeO is primitive: its processing is similar to the processing of Move0: it succeeds, one of S

its effects being that applel is added to the actor's inventory, and after manipulations with

current-path similar to those in 1), IngestO(Actor applel) is sent to the executor: -.

p) Ingest i' primitive: suppose we allow the actor to ingest the apple: then, after the appropri-
ate (and by now familiar) bookkeeping operations, we find ourselves at the point where %
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EatO is proclaimed as succeeded; at this point we evaluate its effects and pop it from
current-path (which at the time contains only PS20. known to have succeeded! I

q) effects of PS20 are evaluated (the hunger level of the actor is decreased, and a message to
this effect is issued). and with this PS20 is popped from current-path. which remain,
empty; this signifies the completion of a cycle of the monitor.

0. Related Work.

In designing and implementing POPLAR a number of conceptual and technical decisions
and choices had to be made. The following is an incomplete, though representative list.

1) how does one approach, and justify, construction of a multi-faceted system when little is
known about the peculiarities of its components? Where is the starting point? .

2) how might the problem of personality influences upon cognition be addressed? I 0
3) within cognitive component, how are goals and plans related? How are they each related

to such concepts as needs, drives, performance, etc..

4) What is the structure of the planning module in cognitive systems? How is the schedul-
ing of the cognitive system's activities performed?

5) What is the relationship between the use of internalized (canned) and newly created
plans?

6) What is the relation between plan production and plan understanding?

The realization of the above and some additional problems was instrumental in the design
stage. While not all of the decisions have been already made at-this stage, our desire was to
avoid design choices that would preclude or hamper a future improvement or extension.

None of the theoretical or design decisions were made without the influence of other, previ- -
ous. related work. In this section we briefly review the bases for the various decisions as well as
mention other work on the problems we faced.

Fundamental to the development of POPLAR was the approach to the task, faced by most
cognitive modelers, of building a structure consisting of a number of distinct constituents, the
details of many of which wer (and at present remain) unknown. How does one construct a global
model when many of its components are uncertain, and each one is itself a mystery? Here we
adopted teh attitudes advocated by Haugeland (1981), who suggests that it is appropriate to
study an entire information processing system (TPS). consisting of several modules each of which
(plus the IPS itself) is a black box, without first completing the study of the components, thus.
we studied the cognitive actor even though we had not (and, obviously, could not) first provided
an account for perception and performance.

Norman (1981) was very instrumental in specifying the tasks to be tackled in cognitive . . .
modeling. We also owe much to Anderson's (e.g 1983) work on the architecture of cognitive
entitiec. Sloman k Croucher (1981) discuss the introduction of motives, moods, attitudes and
emotions in natural and artificial intelligent svstem, Although no formalism is suggested for
encoding this type of information, the general thru-t of the approach is valuable for those who
consider the introduction of certain personality characteristics into a class of Al systems. Wallace S •
(1981) addre-sse-- similar problems in the context of learning

lUhr k Koh,.n I 9691 i, an ear!\ ,ork that addre,e.ed similar issues Man% of the import- " -'""".

nant p or,- P . t,  t,.a f ..... i q ,. in that A ,rk I nf,,runAlv, % r tq ir A. Kocher.

approach cannot t- eN,' called k ,i,.,l,s., It Aas, an attempt to perform an important
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piece of research with inadequate means.

Wood (1983) discusses planning in a dynamically changing Aorld Aith multiple actors 1i-
system, AUTODRIVE. uses the world of the automobile driver as the domain. Aithough the .,
design of the system depends too strongly on the implementation world, the idea of interaction -"- "
between the actor and the world (in fact, the mere separation of the objective world and that of
the actor -- through a program called SIMULATOR) is very fruitful. %

Schank & Abelson (1977) and Schank & Lehnert (1979) informally discuss and catalog
human (including interpersonal) goals. Carbonell (e.g. 1979) discusses the use of the concept of " .-
persona] goals in the context of understanding stories. Wilensky (1983) also discusses everyday
goals and metagoals. as well as various cooperative and competitive relations among thm "-

The relation between goals and plans is an interesting question that had to be addressed in
our work. Our solution was to use this term only, for top-level goals recognized by the goal- " ."

generators but made manifest in the system through the instantiation of a top-level plan. We did 0
not use the concept of goals at lower levels in planning (i.e. we did not use the term "subgoaling'.
cf. Lesk, 1984).

It is argued (cf. e.g. Barber (1983) or Berlin (1984)) that subgoaling is preferable to the use
of 'canned* plans because if the latter are used then there is no possibility of ever achieving a

goal in a non-standard way. But in the subgoaling approach. within the current state of the art.
no unexpected results can be obtained either. To introduce these, one has to build a learning sys- 0
tem. one capable of creating and not only recreating. But at present the planning cf the subgoal-
ing type remains no less 'canned' than the the 'forward' planning.

It seems that these two approaches to planning relate essentially in the same manner in
which backward chaining relates to for-ward chaining in inference making. Our opinion is that the
choice between the two is not strategically important and should reflect the peculiarities of the
domain and other 'weak' considerations, so typical for Al. -

Another important issue related to goals and plans is whether to build systems that in
scheduling an action take into consideration the knowledge of how many different plans and or
goals will be furthered by it. The main empirical body of Wilensky's book (1983) is devoted to
such issues. Cf. also Hammond (1983) for a philosophically related approach. Haves-Roth " -
Hayes-Roth (1979) also want their planner to have this capability. Our position on this topic (cf.
also Carver et al., 1984) is that in the type of planners we are building the goal cooperation or
conflict does not play a role. We argue that to treat this topic as central in modeling planning in
intelligent actors is similar to consider such non-everyday tasks as playing chess and solvin.
differential equations central topics for Ad. The latter methodological fallacy has been amply cri-
ticized.

General works on planning that immediately influenced this project include Stefik's work
(e.g. 1981) on metaplanning and planner architecture. Haves-Roth & Hayes-Roth (1979) describe ' ,
a very rich planning domain and offer a good discussion of what the editors of The Handbook
of AI (Cohen k Feigenbaum, 1982. p. 519: cf. also pp. 22 - 27) call opportunistic planning. It
does not seem, however, that a non-trivial, involved implementation of the itinerary planner they -.

suggest is possible

Hayes-Roth (198.1) is a definitive proposal concerning the architecture for planners. It S
addresses the control problem in A] systems as a whole. It also contains a comparison with other
current proposals concerning control In its architectural part this proposal (in fact, not only this
proposal,) draw- heavilk on the earlier Aork in the ttEARSAY-I speech understanding system that
introduced and popularized the blackboard architecture (cf. Erman et al., 1980). . e

Z
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The crucial idea of metalevel reasoning is discussed. with different emphases. in Stetfik '
(1981). Hayes-Roth (198-). Wilensky (1983) and Genesereth (1983).

The basic architecture of POPLAR has a number of common points with that of
Wilenskv's planner (cf. Wilenskv. 1983, pp.22-23), The two models, however, display major .-. .
differences, notably in the attention paid in POPLAR to the problem of scheduling or in impor-,-
tance attributed to the idea of the independent representation of the objective world. Insufficient %'J*'

attention to scheduling and to describing the planning process at the system level were prominent
among the criticisms in some reviews of Wilensky's book (cf. Russell, 1984; Berlin, 1984).

Many interesting ideas about scheduling can be found in Sathi et al. (1984) and Fox
* { 19R3 ) ..- ,_''

Work on understanding plans in the POISE (Croft et al., 1983) and Argot (e.g. Litman &"
AMlen. 1984) projects has helped in formulating some parts of our approach.

7. Status and Future Development.

POPLAR is a working system that generates and executes a relatively small number of
plans in a rich, though simulated, environment. Its scheduling capabilities actually seem to tran-
scend the immediate necessities of the domain. The system is designed in such a way that both
domain planning and metaplanning are performed by one executor (that is, POPLAR can reason S
about its own actions). A number of features have been included that make POPLkR a model of
a human planner in a real world.

At the same time, the possibilities of development and improvement that this basic system
offers are probably even more exciting than experimentation with the current version of
POPLAR. There are many points at which the system can be improved. Some of them are dis-
cussed below.

First (and simplest) of all, the POPLAR actor's knowledge about the objects, goals and
processes both in the objective world and its own 'mind' can and will be augmented. In parallel,
the control knowledge (rating and control functions) will be constantly adjusted and tuned, both -

through the introduction of additional character trait, mental state and situation parameters and
through devising more appropriate ways of amalgamating them in the decision functions. Exten-
sive experimentation with POPLAR will help to verify such decisions.

In parallel and in conjunction with the POPLAR project, these authors have been involved
in designing a general model of human cognitive activity. Initial results of that research are
reported elsewhere (Nirenburg &- Reynolds. 1983: Reynolds & Nirenburg, in preparation). An -.
aspect of that project extremely helpful to POPLAR is research aimed at deriving a set of 'primi-
tive' character traits, motivations and mental states, such that weighted combinations of them
will correspond to the 'higher-leN el' parameters (e.g. 'aggressiveness') that we would like to use in
POPLAR's decision functions.

One can see that the above are actually two separate problems: 1) to extract primitives: 2)
to express complex entities in terms of the primitives. It was decided to adapt the primitives . ....

suggested by Cattell (cf. e.g. Cattell & Child. 1975). Extensive psychological experimentation .
with humans is pursued in order to find answers to the second problem. The benefits of having a 0
system that boasts psychologically valid (and not 'folk psvchology'-based) control parameters are . .

enormous and self-evident. And, therefore, this is one of the most immediate improvements we .

plan to rnak,-
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We ako plan to add plan understanding to plan production. The world is inhabited Lb %.

more than one cognitive actor (consider. for instance, the trolls in the current POPLAR i. In order ]
to behave correctly an actor must be able to discern plans of others. We believe that P'OPL.kR5  ,. " -.

machinery will be able to handle plan recognition without the necessity to introduce major "

changes An actor will maintain as many blackboards as there are cognitive actors around. It will
assume that all other actors operate in the same manner. It will have beliefs about their character
traits, etc. and will 'project' plans for them much in the same manner as it plans.

A logical extension to adding plan recognition is to introduce verbal behavior into 4
POPLA.R. There exist a number of interesting approaches to discourse analysis and plan under-
standing in dialogs (e.g. Allen. 1983b: Litman & Allen, 1984: Carberry. 1983: Reichman, 1984.
etc.). A study in modifying POPLAR to involve verbal behavior and discourse analysi_- can be
found in Nirenburg & Pustejovsky (1985).

The inclusion of multiple actors into the objective world can lead to the development of an
experimental testbed for modeling conflict resolution. cooperation and many more important ..

real-life' situations. The possibilities here are definitely substantial and quite unexplored. "

The mechanism for modeling attention will undergo serious modifications, as will the treat-
ment of time and the interaction between the actor(s) and the objective world.

And. finally, a most important avenue of improvement is the introduction of learning capa-
bilities to the syslem. There are many modules in POPLA.R where planning can be introduced:
and there are many different types of learning to be studied. Some examples of this may be modi-
fving the scheduling behavior depending on results of previous processing or after seeing some-
body achieve a goal in a way not previou -Iy used: modifying beliefs about objects: being able to
'create' new plans. by analogy or otherwise: and many many more. This topic is one of the more
complex ones, but any rogress in this direction may. have a very beneficial effect on the field of .--.

planning in .Al
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Appendix 1. Objects in POPLAR.
* 0

Representation of OBJECTS in POPLAR.

We present objects in two ways: first, in the way the object is stored in LTM, and second.
from within a POPLAR run (as an annotated script). The difference is due to the inheritance
of parents' properties by children in the hierarchy. , ,..

A.

(dbcr exp creature person • this is a PEARL header for a frame -.
(id person)
(type creature) • CREATURE is the parent of PERSON - •
(h-process-roles lisp ((Take Who)

(Put Who)
(Find Who)))

the above are the roles in which an instance

of this type can appear in specified
processes by virture of its having properties . ,

of a "human": humans can act as agents in
TAKE, PUT, and FIWD

(mental-state struct) ; humans have mental states -- cf. the
default values in the script listing below

(character-traits struct char-straits) ; ditto
(weapon-against ((sword 100 3) (knife 50 1) (rock 10 20))) •

POPLAR knows (believes) that weapons against people
include swords, knives and rocks; the numbers (a b)

* indicate the efficiency of the weapon and the maximum
• range

(power 50) • maximum
(speed 50) maximum
(fearsomeness 25) what is the level of fear that such objects

typically elicit in POPLAR (default: 25)
(mass 55)
(inventory lisp) the objects this person is perceived b- POPLAR ...

to be carrying.
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B. .

POPLAR> person
(person (id person)

(type creature) , .,
- ---- -- --- - ----- ----- - --- ----- --- --------- ----- --------- -- --- ------- -- ----- ---- -- --- --

(o-process-roles ((Find What)))
this property is inherited by virtue of PERSON's being a
descendant of OBJECTS: any object can occupy the "what" slot in Find,
because finding mental objects is recollecting their representations in
memor-

(shape nil) -
(color nil) 0
(mass 55)
(position nil)
(p-process-roles ((Take What) (Put What)))
(goal-parameters ((PSI adv)))

; the above properties are inherited by virtue of a person being a descendant
of PHYSICAL-OBJECTS; the goal-parameters slot specifies an instance of S
what goal is created when an object of this type is perceived. In this

;case the intuition behind the entry is that the appearance of a person
spawns the creation of a coal instance of Preserve-Self- 1, that is,
persons are perceived by POPLAR as potential enemies.

(edibility nil) 0
; this property is inherited by virtue of PERSON's being a descendant of
; +alive: nil is the default value with the semantics of "unknown"

(c-process-roles
((Eat Who)
(Ingest Who) 0

(Drink Who)
(Move Who)
(Attack (Who Whom))))

the above properties are inherited by virtue of PERSON's being a
descendant of CREATURE; creatures are considered by POPLAR to be able
to be agents of eating, drinking, and moving, and agents and objects of ]

; attacking

(weapon-against ((sword 100 3) (knife 50 1) (rock 10 20)))
(power 50)
(fearsomeness 25) -..

(speed 50)
(orientation nil) this shows whether this particular person

LOOKS at POPLAR at the moment of processing
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the following are physical states (conceptuLally, the% are part of
the regulatory system)

(hunger 0
(thirst 0)
(fatigue 0)
(injury 0)
(h-process-roles ((Take Who) (Put Who) (Find Who)))
(mental-state (nilstruct))

character traits are a component of the regulatory system

(char-traits (,,reed 20)
(pedantism 10) -

(hunger-tolerance 5)
(thirt-tolerance 20)
(fatigue -tolerance 20)
(courage 25) -

(agression 40) *,

(impulsiveness 30)
(articulateness 40)
(extravertedness 50)
(locquaciousness 40)
(curiosity 55)))

(in-entory nil))
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Appendix 2. Examples of PLAN representation in POPLAR.

(dbcr exp PLANS PSI
(ID PSI)
(Type PLANS)
(Top-level-flag yes)
(IS ((Plan-Selector Fight Wait-and-See))) ;Flee Hide
(With (Actor Adversary)) I,
(COND ((Plan-Selector '(Fight Wait-and-See) ; Hide Flee

current plan)
(Fight Actor Adversary)
(Flee Actor Adversary) -.
(Hide Actor Adversary)
(Wait-and-See Actor Adversary))) 0

(Preconditions (and (member 'Adversary (getpath ABB '(OBJECTS-PERCEIVED))i
Adversary is among the objects perceived by Actor

(or (= 'Actor 'self)
(and (strcutrep Actor)

(not (structurenamep 'Actor))
(= (getpath (eval Actor) '(type) '(person)))))) S

Actor is either "self' or any instance of person
(Ratin-function (rating-fuc-PS1))),

. 2- 2",°,-.

o . • .-

.o 1°*4* .°,
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(dbcr exp PLANS Plan-Selector "'
(ID Plan-Selector) 1
(Type PLANS)
(Top-level-flag no)
(IS (primitive))
(Action-for-primitive (Schedule-of-plan 'list-of-plans 'calling-plan))
(With (list-of-plans calling-plan))
(Time 1)

(dbcr exp PLANS Fight
(ID Fight)
(Type PLANS)
(Top-level-flag no) I S
(IS (Find (Controll (Find (Control2 (Get)))) (Control3 (Move Attack))))
(COND ((Find Actor (getpath Adversary '(weapon-against))

(getpath Actor '(inventory)))
(Find Actor (getpath Adversary '(weapon-against))

(getpath ABB 'OBJECTS-PERCEIVED)))
(Get Actor (car result-find) 0

(div (distance Adversary (car result-find))
(getpath Adversary '(speed))))

(Move Actor (prog (weapon-range)
position to move to

(cond ((<= (distance Actor Adversary)
(setq weapon-range 3 .

(caddr (assoc (getpath (eval (car result-find))
'(type))

(getpath (eval Adversary)
'(weapon-against))))))

if distance between Actor and Adversary is less
(or equal) than the range of the Actor's weapon 0
then Actor doesn't need to move toward Adversary

(return (getpath (eval Actor) '(position))))
(t (return (calculate-position Actor

Adversary weapon-range)))

* S

(Attack Actor Adversary (car result-find))))

(Control ((Control I (Fight-Control I Actor Adversary))
(Control2 (Fight-Control2 Adversary))
(Control3 (Fight-Control3))))

(With (Actor Adversary)) 3
(Rating-function (rating-func-fight))

366

............ ,I .,+. . . . . -................. V....



(defun Fight-ControllI (Actor Adversanv)
(cond ((not (= (car ABB.CURENTI-PVATIH. Status)

succeeded))
t)

EITHER the last executed plan (which is Find) failed
(=(cadar Adversary.we-ipon-against)

(cadr (assoc (car result-find). type
Adversary. weapon -again st)))

;OR nil)
ORactor's current weapon is NOT the most efficient weapon

against this adversar-y
(lessp

(div (times (distance Actor Adversary)
(diff (cadar Adversary, weapon- again st)

(cadr (assoc (car result- find). type
Adversary. weapon- against))))

Actor character-traits.impulsiveness)
fight-control I1-threshold))

;OR even if the actor does not have the best weapon, he may decide not to
look for a better one -- if the distance between him and the adversary-
is too small, if the actor is very impulsive, or if the weapon is not
much worse than the best one

(defun Fight-Control2 (Adversar-)
(cond (( null (cadr result-find)) t)

no weapon was found in the actor's possession
((greaterp (cadr (assoc (car result-find). type

Adversary. weapon -again st))- -

(cadr (assoc (cadr result-find).type
A dversary. weapon -aga in st))))

the weapon found "around" is BETTER than
the weapon in the '-ctor's possession
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Appendix 3. Examples of POPLAR rating functions.

A. Thle rating function for the Preserve-Self- I goal (and top-level pla-n)

(defun rating-func-PS I (actor adversary)

(fix (div -

(times0
(calculate-fear actor adversary)
actor.aggi-ession)

actor. courage))

(defun calculate-fear (actor adversary)

* (fix (div*
(times adversarv.onientation

(add adversary mass adversary .speed)
adversarv.power
adversary.aggr
a adve r s a r, fe ars om en e ss)

(times (fix (addif (log (distance actor ad,,ersa:N
actorcourage
actor. power
(add actor.mass actor.speednnm

0
*B. The rating, function for the Fight intermediate plan.

(defun rating-func-fight (actor adversary)

* (fix (div
(times adversary,.weapon-agcainst-efficiencv 0

actor.courage
actor.power
(addi adversary'.injury)
(expt actor.aggression 2))

(times (calculate-fear actor adversary)
adversary .power
(add 1 actor.injury) 7
adversary. fearsomeness
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Appendix 4. The History mechanism in POPLAR.

this is the way HISTORY looks at the end of the example run of 5.4.

POPLAR> HISTORY
((IngestO EatO PS20)

(Take0 GetO EatO PS2O)
(Move0 GetO EatO PS2O)
(GetO EatO PS20)

* (FindlIEatO PS2O)
(EatO PS2O)

* (Plan-SelectorO PS20))

* Appendix 5. Blackboards in POPLAR.

Typical contents of the world and the actor blackboards.

POPLAR> WBB
(World -Blackboard (ID, WBB)

(NT W-INPUTS trolli apple2 crocodile2)
(TMIE (Base-Time (ID Time) (act-time 17))))

POPLAR> ABB
(Actor- Blackboard (ID ABB)S

(OBJECTS-PERCEIVED (tro112 sword 1 gold-nugget2))
(STATES -PERCEIVED (hunger fatigue))
(AGENDAP PS22 GTR4 Agenda- Scheduler)
CURRENT-PATH (find7 fight3 PS 14)))

3-71 *'



MODEL OF ACTOR

* IIIL T \I

beliefs about WORLD jacquired
______________JVALUES event

objects ( for
self)

REGULATORY SYSTEM

S T N4

COGNITIVE 'MODULE

reasoning mechanism J
GALIT SNAPSHOT

OUTPUT

Figure 1. The conceptual architecture of POPLAR.

372

%0



MODEL OF ACTOR

L T MI

OBJECTS PLANS RATING
actors & FUNCTIONS HISTORYmoe

character GOALS of
traits, WORLD.-

physical
L &tnenral

state

USER

S T MI

GOAL GEN',ERATOR ********11111************ ........ ........................

4 ~MONITOR 0

EXECUTOR

clock

SCHEDULER S

Figure 2. The system architecture of POPLAR 1.3

3-3



M-fq y
WqVV ..W;-

GTR GEec6fnec

PSTOILVE ::ER=DAT PRIMITIVEW (Wat-ndSe

PS2: EAT, take, SEE
GTR:: GETIec fid etc. GE

FI T:= AN Gin asd6EJmveatc
asE: findn pute

* P5D1N1 :: fiHT I Hind EI S(inet-nSe'

SLER::= fiG nd doningE

HIE::=fn move k

Vertical bars separate disjointed elements-, in practice, the 'or-ed' plans are chosen on
the basis of their ratings through the application of a special metaplan we call the Plan-.
Selector, not shown in the grammar;

curly brackets enclose optional plans; the decision whether to execute the optional
plan(s) is made on the basis of control funclions that are stored in the parent plan and
govern ie processing of its IS slot;

- - plans shown in lower case are primitive.

FIGURE 4. A grammar of plans in POPLAR.

374 N



% %

Plan Recognition, Knowledge Acquisition and
Explanation in an ntlgent Interface \~.

Year End Report
19%4-1985

VICTOR LESSER, W. BRUCE CROFT, BEVERLY WOOLF

Department of Computer and InomtinSl
University of Masachusetts

Amherst, Massachusetts 01003

TABLE OF CONTENTS

LISTJ OF FIGURIES . .. . ... .. .. .. . .. .. . ... ... 377

1.0 BASIC ISSUJES .. *.. . .. .* . . .. * . . . .. .... 378
2.0 PLAN R ECONTION/PLANNING ........ 379

2.1 Integration of procedural and semantic database............... 379
2.2 Focus of control mechanism............................ 380
2.3 A system for knowledge acquisition .. .. .. .. .. ... .. ... ... 381
2.4 An interface monitor for a plan recognition system .. .. .. .. .. .. 382

3.0 INTrERFACEF TOOLS .. . ... .. . ... .. .. .. ..... 382 S

3.1 Graphic display of task recognition .. .. .. .. .. .. .. ... .. ... 382
3.2 Natural language parsing. .. .. .. .. .. ... .. ... .. ... . . .. 383
3.3 Natural language generation. .. .. .. .. .. ... .. ... .. ... .. 385
3.4 Example generation facility .. .. .. .. .. .. .. ... .. ... .. ... 385
3.3 ThinkerToy: An Environment for Decision Support. .. .. .. .. ... 386
3.6 Discourse analysis for a natural language interface. .. .. .. .. .. .. 388

4.0 DISCOURSE PROCESSING IN A KNOWLEDGE
ACQIITON INTERFACE ... .. . .. .. .. ..... 390

4.1 The example knowledge acquisition system ................ 39
4.2 The architecture of the system. .. .. .. .. ... .. .. ... .. ... 393 .

4.3 Decision-making with discourse variables .. .. .. .. .. .. .. .. ... 396
4.4 Current status and conclusions. .. .. .. .. .. .. ... .. .. ... .402
4.5 References. .. .. .. .. .. .. .. ... .. ... .. ... .. ... .. .404

375 0



I-. " 
•. 

5.0 UNDERSTANDING DISCOURSE CONVENTIONS IN 0
TUTORING .......................... 406

5.1 A bstract . . . .. . . . . .. . . . .. . . .. . . . .. . . .. . . . . ... .406
% 52 Discourse conventions . 407

53 Qualitative reasoning about discourse .................... 410
5.4 Maxims of tutoring .............................. 413
5.5 Maxims and move-classes .................................. 417

5.5.1 Implications .................................... 417
55.52 Global implications ............................... 419 .

5.53 Managing discourse using global implications .......... 422 . "-.4-
5.6 Proposed Tutoring Discourse ............................. 425

5.7 Example Generation .............................. 42858 Sm ay.......... ................................ 429 ;.
5.8 Summary ..................................... ........ 429

. 5.9 R eferences . . .. . . . . .. . . .. . . . .. . . . .. . . .. . . .. . . .430 "'.""

5 .1 0 A p p e n d i x . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4 3
5.1 A p e di , . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ° 3

6.0 A KNOWLEDGE-BASED APPROACH TO DATA S

MANAGEMENT FOR INTELLIGENT USER
6.1 INTERFACES ......... ..................... 434

6.1 Introduction PO.S.................................... . . 437..-".....-43
6.2 O verview of PO ISE .. ..................... ........437 " ' """

63 The Knowledge Base ................................... 440
63.1 Task Descriptions ........................... 440
632 Object Descriptions .......................... 444
633 Tool Descriptions............................ 446

6.4 Instantiation Management ........................... 448
6.5 A Frame-Based Implementation ....................... 452
66 Summary ........................................... 454
6.7 References ........................................... 456

7.0 POISE GRAPHICAL INTERFACE FOR TASK
SPECIFICATION ........................ 458

7.1 Introduction and Objectives ............................... 458 :.-C
72 Rationale for Implementation Decisons .................. 459

72.1 Underlying Knowledge Representation .............. 459
722 Graphical Interface Considerations.................. 461

- 723 Machine and Language Used ........................ 462
73 Frame Tools, Utilities, and Demonstrations ............ 462 .,... . 462731 Frm.Tos..................................462 -¢_

"-.-73.1 Fram e Too ls .4 . .2 . . . . . . . .. . ., . . . . .,6

732 Utilities. ................................ 463
"-73 3 De m onstrations .464. .. ,-. . ..-- _. . ..,. .. ..-673"em ntrton . . ............................... 464,-,?

7 4 Future W ork ..................................4657.4 Fut...................................4

"" '",-) 
:')-

• * 6 
.... ..

* °° 1



LIST OF FIGURES

Figure 1: Example discourse to update an office database............... 392
Figure 2: The discourse comprehension and planning system. .. .. .. .. ... 394
Figure 3: Portions of the discourse controller. .. .. .. .. .. ... .. ... .. 395
Figure 4: Discourse variables (part 1). .. .. .. .. .. .. ... .. ... .. ... 397
Figure 5: Discourse variables (part 2). .. .. .. .. .. .. ... .. ... .. ... 399
Figure 6: Discourse variables (part 3). .. .. .. .. .. .. ... .. ... .. ... 400
Figure 7: Analyses of discourse conventions from the literature .. .. .. .. .. 411

* Figure 8: Reading implications from utterances .. .. .. .. .. .. ... .. ... 414
Figure 9: Tutoring Maxims supported by move-classes. .. .. .. .. .. ... .. 416
Figure 10: Implications bound to move-classe. .. .. .. .. .. ... .. ..... 418
Figure 11: Implicatures in text .. .. .. .. .. .. .. ... .. ... .. ... .. .. 419
Figure 12: Analysis in a tutoring interaction .. .. .. .. .. ... .. ... .. .420
Figure 13: Global implications about a student. .. .. .. .. .. ... .. .. ... 421
Figure 14: Global implications about topic .. .. .. .. ... .. ... .. ... .. 422
Figure 15: Steps to manage discourse .. .. .. .. .. .. .. ... .. ... .. ... 4240
Figure 16: A Student Program .. .. .. .. .. .. .. ... .. ... .. ... .. .425
Figure 17: Proposed tutoring discourse for the Program in Figure 9 .. .. .. .. 427
Figure 18: The POISE Intelligent Interface. .. .. .. .. .. ... .. ... .. .. 438
Figure 19: An Example Procedure Specification .. .. .. .. .. ... .. ... .. 441
Figure 20: Simplified example of instantiations during task execution. .. .. ... 450 '

* Figure 21: Frame Slot and EDL conventions .. .. .. .. .. ... .. .. ... .. 461

377 0



-1. Baic Issues.

The primary focus of the RADC interface effort is to support users in their

interactions with an intelligent database and with each other, in the case of a

distributed interface. The research effort has two complementary foci: 1)

. development of a planner, plan recognizer, and associated database that knows about

the user's task and can begin to automate execution of his task; and 2) development

of intelligent interface tools, such as natural language parsers and generators, and

graphics facilities, to increase a user's ability to interact with the system. Both efforts
* S

are directed at enabling a machine to provide assistance to a user while describing

-- its own actions and decisions.

The achievements for fiscal year 1984-5 are outlined below for plan recognition

and interface work:

* Accomplishments In Plan Recognition

Extended and implemented a plan recognition formalism to deal with a
semantic database. The formalism can handle constraints derived from
either procedures or objects;

Implemented a sophisticated focus-of-control mechanism that permits
non-procedural specification of domain specific focusing heuristics and .
allows a more general recognition of a user's goal;

, Developed a monitor for task specification that permits non-procedural
specification of tools and makes the system architecture domain
independent; and

Developed a graphic interface that allows the creation, modification and
saving of procedural specifications to be done graphically.

O,

Accomplishments in Intelligent Interfaces:
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Implemented a natural language parser that interprets questions about .

tasks and procedures in the database;

Implemented an example-based on-line help system that provides
customized examples in response to a user's request for help.

The research is described in detail in subsequent sections, divided into plan

recognition and interface work. Reports and published papers are grouped together in

sections four through seven.

2. Plan RecolMition/Plannin.

POISE (Procedure Orientation Interface for Supportive Environments) was

implemented for the domain of office automation between 1982 and 1984. Complete

documentation of the goals of the system and detailed specifications of its

architecture can be found in the POISE Project Report, 19841 has focused on

integration of the semantic and procedural databases, construction of a monitor and

graphic interface to the system, development of an knowledge acquisition system and

design of a focus-of -control mechanism.

2.1 Inteeration of procedural and semantic databases

The object database has been implemented and the interface between it and

the procedural database worked out. A complete description of this system is ." .

contained in Section 4.0, "A Knowledge-Based Approach to Data Management for
..-.:... . :

Intelligent User Interfaces." The demonstration system is currently running with a

University of Manachusetts/Amherst Technical Report No. 84-37.
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simple database system pending the completion of the semantic database subsystem. : 1
The only outstanding problem is to develop a method of notifying the control

mechanism (focuser) of interpretations which become inconsistent due to database

constraint propagation. Such examples have not been properly handled by the existing

demonstration system due to lack of an integrated semantic database.

The object-based concepts were implemented in SRL (Semantic Representation

Language). We tested and rejected several frame-based languages before implementing S

*" the object database in a language called "Frame Kit," a personal version of SRL

developed by Jaime Carbonell at Carnegie Mellon. Earlier systems were rejected

* because they were buggy, slow, or arrived without source code.

22 Focus of control mechanism "

We have been working on a system to constrain large search spaces for plan

recognition. The system' can rapidly and accurately recognize a plan based on the .

observation of a small number of steps. It uses hierarchies of plans to specify

* typical combinations of user actions and the goals they accomplish. By recogning a

user's actions in the context of this model of possible actions, POISE is able to 0

provide intelligent assistance to a user, e.g., agenda management, error detection and

correction, and plan recognition.
wS

,..

Carver, N., Lesser, V., and McCue, D., "Focusinl in Plan Recognition", Proceedings of the

American Association of Artificial Intelligence, 1984. .1
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A proposal to extend this focus-of -control mechanim into a new domain is

close to being completed. We have been exploring the question of appropriate and '.'.-.-

;,... : .-

available domains in which to develop the control mechanism, specifically the -.- .
'P%" *P.,

distributed database and vehicle monitoring task project at the University of

Massachusetts as well as a software engineering environment.

2,3 A system for knowtedge auisulstion"

We are developing a system for automating the process of knowledge

acquisition. Specifically, the system is intended to receive portions of a dialogue

between a domain expert and the knowledge engineer. It will decide how to change

the database in accordance to the specifications of the domain expert. The

motivation for this system and initial design are detailed in the POISE Project

,Review, 1984.

Progress in implementation of the knowledge acquisition system has included

development and encoding of a "matching" metric to determine where new

information best fits into the expert system's existing knowledge base. The system -

will take lexical input from a user and translate it into new or modified objects in a

database, distinguishing whether the new object is 1) already in the database, 2) can

be inserted pending modification to an existing object/procedure, or 3) requires

definition of a new object/procedure in the database.

381'
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2.4 An Ilterace monitor for a recocntio system -

A monitor for the POISE system has been built that recognizes a user's actions

of specifying tasks to the system and reports these tasks to the planning and

recognition systems. It also perform& actions at the request of the POISE planner by . -.,..

mapping the action to a set of tool functions and then supervising the execution of

those functions. The monitor is also able to recognize a definition of a new tool ' -

- added to POISE. A description of the functionality of the system, its architecture

and examples of monitor communication scenarios can be found in the POISE -, .

Project Review, 1984. 0

As a limited first step, we have implemented an interface to the formatted

" mail system. This system has been completed, though not yet generalized. It provides

a general mechanism for integrating off-the-shelf tools into POISE.

However, the monitor is not yet included in the POISE demo system. This

integration work will be taken up by a graduate student in the coming year. S

3. Interface Tools

3.1 Graghic display of task recofmltion

We have developed a graphic interface to smplify a user's specification of

procedures. See "POISE Graphical Interface for Task Specification" in Section 4.0 for

a complete description. The interface is flexible in that it addresses general issues

involved in the specification process, rather than being an interface for a particular

domain of procedures. It is also well suited for depicting temporal ordering, since it
I 382
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I is graphic. With some additional work, it could be made easily learnable and0
mplementable by naive users, and it could be made adaptable to different procedure

domains.

We achieved two objective in this area: 1) built a sysem that grahically

represents tasks and 2) implemented an Event Description Language (EDL) generator.

The former draws icons representing primitive subtasks and shows bow they reiate as
0

* complex subtasks involving shuffles or alternates. The Event Description Language

(EDL) generator outputs the EDL formalism when given a name of a root framne of

i.. '..:-.,.

th gprocedure. The system includes a function that calculates the location of the

uiermost subtask (meaning most specific), given X & Y coordinates.

Ile system now allows cyclic creation of new procedures in which the user is

queried for goal and subgoals until he says the task is complete. The "cycle"

function will draw and query for modifications to the drawing until the modification

is complete.

3.2 Natural langguage garsin

*We use PLUM [Lehnert, 1983] to parse natural language input to the database.

The parser now responds to 55 questions about tasks and actions related to the

office environment, such as "Who purchased the VAX75?" and "From whom did we -

order the steel desks?" A description of the objectives, memory organization, and

memory processes of this parser, as well as a listing of the 55 questions that the

0
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Our efforts with PLUM this year have included 1) providing additional

flexibility for the parser as a front end to our database (it now parses only smple S

queries) and 2) providing PLUM with the ability to infer the intent of the user's

requests based on a model of bis activities, knowledge and the underlying semantics

of the domain.

We have implemented a special parsing routine for noun phrase processing that

interacts with memory. This work will be integrated into the general parsing effort to .

be used to generate responses to the user's questions about objects or procedures in

the database. It is not as much an extension of PLUM as it is an optional facility

for people working with the parser.

We have developed PLUM for the example generation system, EHELP, ",.

(Section 3.4) an on-line help system about commands in an operating system that 0

customizes examples for the individual user and in some cases generates customized

simulations of the effect of running the command. The parser for EHJELP allows a -.

user to describe a task in English or to use a name of an analogous command from

a different operating system if he does not know the name of a command for which

he is requesting help. 0

The long-term goal for the parser is to increase its effectiveness for naive

users. PLUM supports natural language input for many systems in the COINS

environment, such as legal reasoning and visions. In these cases, the parser provides a

framework both for practical applications and for studying a variety of theoretical

issues in linquistics. 0
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3.3 Natural lanouaee meneration -

I 0

We are using MUMBLE [McDonald, UCAI 85] to generate natural language

explanations from the database. MUMBLE is designed to provide syntactically

correct text from an expert system, independent of its internal knowledge .-

representation. However, we have been unable to get MUMBLE to work in realtime

for our expert system due primarily to the difficulty of porting systems between

VAXes (where POISE resides) and Symbolics (where MUMBLE resides). MUMBLE

is beginning to speak coherently about concepts in another expert system at the

University of Massachusetts, a legal reasoner. In this system, both the text generator -

and the expert system reside on the same LISP-type system machine. We expect that

when we move POISE to a LISP-type machine and develop a discourse-level 0

translator between MUMBLE and our database, we will begin to achieve text

generation.

3A Example zeneration facility

We have built a mechanism that provides explanations enriched with examples

for an on-line help facility for VMS commands [Rissland et al, 1984]. The system

determines a description of a relevant example, modifies the example to reflect the

* user's own files or previous questions, and then generates an example along with an

* explanation. This system accepts natural language input.
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We are still adding new commands to EHELP and have made various other

additions, including a mechanism for scrolling output on any terminal, and a

mechanism to allow users within EHELP to mail comments about EHELP to the

appropriate people.

Our goal is to 1) move example generation to the new intelligent interfaces

database, 2) develop interactive tools by which a user can use examples to explore

-. concepts, and 3) use more sophisticated modeling of the user (e.g., expertise level,

" past history with the system) to generate more appropriate examples.

3.5 TbiakerToy: An Environment for Decision SuDnpo"

We are developing an environment for decision support that involves

object/oriented modeling, incrementally extendable simulations, and integrated analysis -. -'

tools. This environment is called ThinkerToy and is being developed on a Tektronix

4404 Pegasus with implemented Smalltalk. The interface will enable a user to

perform effective reasoning through graphic tools. The user interface is a key

aspect of the effort and is intimately linked to all aspects of the system. In

particular, manipulation of graphical objects in the interface corresponds directly to

actions for controlling the simulation, extending the simulation, carrying out analysis,

and modifying the underlying code system.

The Smalltalk Machine is being used to build the basic structures for a class

called DisplayEntity that will handle the basc metaphorical operations of:

1. object selection

2. object tracking (of mouse or other entity)

3. object tracing (leaving trail on screen)
386
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4. object permutation (by binding to a point and re-constraining) -

Several problems have been faced. The primary one is that a fast interface -- .

weed demands that the system be carefully tuned abd yet functionality of the

iterface requires that the same system be built generally enough to allow interplay

etween DisplayEntity and all parts of the system. The command DisplayEntity forms

ie lynchpin of a class of command, such as DisplayPanel, ControlPanel, and

rotocolPanel.

We are working on a good prototype of DisplayEntity based on the

lodel-View-Controller mechanism. The advantages of this mechanism are: 0

Greater factorization of knowledge about the visual mechanics of each display

,em in Control and Display Panels. Control and View code is handled by each

Libview and the Mode -View-Controller (MVC) handles the scheduling.

Better access to sub-components of display. Display services for detecting

oundaries, connecting graphs, form editing within displays, and compiling within 0

isplays.

* Better flexibility in changing one's visual perspective to graphical data (a major

oal of ThinkerToy). Thus the model ARRAY can either have a view of BAR to

how as a bar chart or a view of LINE to show as a connected line chart.

The drawback is that there is now more to implement for each structure added

n, inkerToy (chart, text, number, scale, bar, etc.).

Our goal is to try out the basic function in building the objects of the system

'ext, Number, Array, Chart. We will soon begin to pull down DisplavPanek a,

:ontrolPanels for each item.
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3.6 Discours anavs for a natural amm Interface,

We have developed a discourse manager for a large natural language system.

The manager shares responsbility with the user for maintainin coherent and --

continuous discourse in the interface. It manages the flow of conversation, allows ?,. .

brief wanderings from a topic, and negotiates logical transitions from one topic to

another. Discourse management consists of monitoring topics switches and

co-ordinating communication between components of the natural language interface.

We have applied this technology in two ways as described by two papers in,

Section 4.0. The first paper, "Discourse Processing in a Knowledge Acquistion ' .

System" details a discourse parser for an on-line natural language system to assist a

user in modifying a database and completes the document presented in the POISE ,-.- .-

Project Review, 1984. The second paper, "Understanding Discourse Conventions in

Tutoring" describes our attempt to codify expectations and inferences made by people

in a tutoring dialogue. . •

Our goal is to make discourse choices that allow the machine to anticipate a

user's responses based on a model of the user, the complexity of the domain, and
* S

the current discourse history. We have begun to identify classes of discourse

interactions and to implement a hierarchy of utterance types that are used to guide

the direction of the discourse. We are also looking at the limits and task dependency
So .. o..

of this mechanism. ,. .'-.-

* (. S* ..
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We are building a knowledge acquisition interface to allow an untrained user

to "talk" to a database in order to change it.- The system works at two levels: at the

level of an utternce, it cmrensthe syntactic structure of the input and

generates the surface structure for the output; at the evel of the dicm it

comprehends the context and immediate focus of the evolving discourse and plans a Z..

consistent response. Tius paper focuses on the discourse component of the system

* and describes in detail how discourse processing is handled. -.

4.1 Tle ezaMnie knowledgI scanisitonm ssem

The target database for the knowledge acquisition discourse is a "bare-bones"

representation of office procedures about travel forms, purchase requisition forms,

* people, and processes found in a university department environment [Croft and

Lefkowitz, 19841. The example in Figure 1 is a real-time on-line conversation between

a secretary and the simulated' interface. The secretary is discussing changes to a

procedure named filout-awhorizauon-form in the original database. She is modifying

properties such as Ekha and It= a travel authorization form should be submitted

and the nub of signatures required. Each piece of information is passed to a

second system, KNAC [Lefkowitz, 984], where the modifications are evaluated and

corrections made to the existing procedure.

The sereptary's terminal was linked to another terminal and the syiem's utterances were
"dmulated" by one of the authors.



USER: 1. A trawel authorization should be submitted to the accouing office
2. 2 weks prior to the date of departure. .,

SYSTEM: 3. Ok. so we submit the form two weeks early. 5

USER: 4. Correct. .:>.
5. The traveler man sipn the form, along with the Principal Investigat or.
6. Those are the ooly 2 &*gwwes required, uless it is foreign travel.
7. If it is foreign trawl. then the Dewn wand Provsts signatures wre also required.

SYSTEM: 8. OK so we get 2 signatures if it is within America --

9. and two more signatures (f It is foreign travel.

USER: 10. Right again,.bu h rvlwaoiaiu om
11. Do you have wny questions abwtetae whrzto om

SYSTEM: 12. What do I have to include on the form?

USER: 13. The traveler s name, title, department.
14. The date the form is typd.
15. The destination, date of departure, date of return, and means of transportation

Figure 1: Example discovre to update am office database.

Several constraints have been employed by the system to comprehend this

discourse. The first derives from the fact that a knowledge acquisition discourse is

basically a teaching dialogue, ie., the user is teaching the system about a new

procedure or about modifications to an old one. As a result, the example contains *

several "acknowledgement speech acts" wpinkled throughout the dialogue (eg., OK in ~

lines 3 and 8,Correct in line 4, and Right again in line 10). Thsespeech acts are '4

recognized by the system as cue words that signify that succeuful "tansmission" of

new information has been made and, possbly, that a prior focus of attention has

been terminated. * .. ,.

Another constraint comes from the task.orlentation of the discourse and the

fact that "subdialogues" reflect successve purposes or tasks [Grosz, 1980). Portions of

the discourse are concerned with a single modification and, in other portions, the .
sysem and user have cooperated toward accomplishing a specific task. For instance,
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the utterances in lines 1-2 are recognized as related to sbmison of a form, lines

4-7 to signatures an the form, and lines 13-15 to the fields of the form. The last 3

lines are prompted by the system's goal to focus the user's attention on missng

portions of the knowledge and to provide her with an opportunity to supply "filler"

information as needed.

The next constraint conflicts with above task-orientation of the discourse and

derives from the fact that humans work opporhsuaItkcfly, recalling details in a rather

haphazard manner and pursuing each as it occurs. For this reason, we expect the

order and occurrence of subdialogues to be largely .. pedtable, to exhibit sudden " '-

shifts, and at times to require redefinition. For instance, line 12 is an example of .,:.
I S
-.. -+,.. -,.-

how the system has led the user to focus on missing fields. Rather than allow a ,

user to move the dialogue where she will, the interface will track topics and direct ,
,% %%.' '

the user to refine or repeat information untli all the slots are known. n

4.2 The architecture of the mnsSte.

In order to comprehend and generate this discourse, our system has been

developed at two levels. At the discourse level the maxims of discourse [Ohice, 1975]

are handled by the dis e Pustejovsky, in preparation] and the dicrs

controller [Woolf, 1984]. These two modules work together to comprehend some of

the pragmatics of discourse and to understand the role of a ingle utterance in the
. :..- :..--.-

wmtw of the evolving discourse. At the utterance level the interpretation of input

and the generation output are handled by the sentential Rawse [Lehnert, 1984] and
* ., . %.

the surface laneuee eenerator [McDonald, 1983], respectively. These modules attend . .

to details of sentential comprehension and to a final resolution of the syntactic
393
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form of the output.
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Figure L The diseoiurae mprehasim amd phaal syism.

The discourse aroceu acts both as a deep levl interpreter for wcoining . *

* utterances and as a planner for outgoing responses. As an interpreter, it evaluates

variables defined by the sentential parser and recognizesmubtle conversational moves

or inter-sentential shifts, webh as change of topic or immediate focus. As a planner

for the surfa= language generator, it adjusts the system Cs response to be oastent

with the voice and mode of the evolving discourse. For example, if the discourse
0

topic changes, the discourse processor might decide to change the mode or focus of -

* the response, along with the topic. It might also decide to use ellipses, deletions or

gaps in its response, or to respond in a curt or flippant way. 0I
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After interpreting the input utterance, the discourse processor passes a

* specification to the discourse controller, which plans the generalized response of the

system. The discourse controller chooses a response which will be consistent with

information accessed from the user, domain and discourse models. It reasons about S~'

* whether it is opportune to follow a particular subdiscourse and whether to pursue a

* new topic [Woolf & McDonald, 1984].

The controller consists of a set of decision-units organized into three planning S

levels that successively refine the actions of the system response (Figure 3).

Ref inement at each level maintains the discourse approach dictated by the previous 5-

level and further elaborates, the possibilities for the system's response. The controller
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contains forty states, each organized as a LISP structure with slots for functions that

are run when the state is e% aluated. The controller is structured like an augmented

trasition network (ATN) except that its paths are not fixed. Each default path can ,

be preempted at any time by a "meta-rule" that moves the system onto a new path,

which is ostensibly more in keeping with user or discourse history [Woolf, 1984]. "-

The action of the meta-rule corresponds functionally to the high-level transitions

observed in human discourse and the ubiquity of the meta-rules - the fact that

virtually any transition between discourse states may potentially be preempted -

represents an important deviation from the standard control mechanism of an ATN.

4.3 Dedsioo-makine with discourse variables '

In this section, we provide an explicit view of the way decision-units and . ,- .e'

global variables interact during discourse processing and describe the interpretation

and generation of a portion of the above discourse reproduced in Figures 4, 5, and

6. The example begins with the user's presentation of information, which is parsed •

into a conventional syntactic and semantic form. (Note: the syntactic structure of

the parse has been omitted in the figures.) :. -

The difficulty is that the sentential-based parser cannot know about thematic

(i.e., old) and thematic (ix., new) distinctions in discourse. For instance, the definite

reference L& date of departure, in line 2, is recognized as referring to a specific ,

date, but the sentential parse cannot bind it to a previously mentioned date. The

SThe slots define such things as general specifications for text to be uttered, the next mate. or
how to update the user and discourse models.
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USER: 1. A travel awahorizauion should be submitted to the accownuing office
2. 2 weeks prior to the date of departure.

dl 4de.rtem: Sk date of departure

discoursedrame: 2ave4veMt ---

discourse-topic: traveLauthorization-form?
theme: traveLauthorization .. ,

immediate-focus: wibmitte4.toJheccouning..office
rheme: X x ( x submitted-to A at T)..,
with A :=accounting-.office

T' :=departure-date

mode EXPRESS-MODIFICATION

1k reloresenltatit.n gQLeW~nse

mode: ACEKNOWLEDGE-CORRECT-D4FORMA71ON
SUMMAARIZE-MODIFICATION

pronominalization and anaphorization:
A..traveLauthorization :-- the form S

submitted-2-.weeks..prior-.to
the...date...oLdeparture :-- submit two weeks early

SYSTEM: 3. OK, so we submit the form two weeks early.

Ftgue 4: Dbsco.,.. variablesar 1).

discourse processor, on the other hand, establishes a discourse frame for travel- -'9

authorization-form that includes a representation for travel, agent and departure-date,

similar to the "context spare" of Reichman [1978]. The frame is used to make

temporal inferences ab -ut the utterance and to resolve definite reference in terms of

the larger travel-event. The processor muxes an interpretation of discourse context

for input lines 1-2 as indicated in Figure 4 under Interprtation of discourse context.

It paite these variables on to the controller which determines the generalized form .~
3917
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j of the response. The controller's default movement is from the state-
*-.-% *%t

EXPRESS-MODIFICATION to the state ACKNOWLEDGE-CORRECT-

INFORMATION and then to SUMMARIZE-MODIFICATION (See Figure 3).
The deep representation for the response in line 3 is summarized in Figure 4.

4%

The particulars of the response, ie., bow to summarize the information for .. ,

generation, Eta to infer from discourse context or immediate focus, 21b anaphors "

or pronominalizations to use, and what topics to discuss given the user's beliefs, are .

determined by the discourse processor. The system's response in line 3 is equivalent "." "- "-:,'4

to the input of lines 1-2, except that its intentionality and discourse context are

different. For instance, the temporal adverbial "two weeks prior to the date of

departure" is expressed as "two weeks early" in the response, because the processor

recognizes that a temporal pronominal may be used, since this adverbial is part of

the immediate thematic (i.e., mentioned) information. This decision is passed on to
, .. -a

the surface language generator, along with a similar decision to omit the recipient of

lb the form (i.e., the accounting office) in the response, since it was not part of the 0

focused rhematic information (see also (McKeown, 1983D.

The surface language generator uses thes decisions to realize the temporal -

frame as "two weeks early" and to omit the object frame in generating its expression

"submit the form." The response is generated in the active voice although the input
_ ~~.' %". _-

was in the passive voice, because the controller's default response voice for a

knowledge acquisition dialogue is first person plural, a voice that is commonly used

by a student in a teaching dialogue to indicate that she understands the new

information.
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USER: 4. Correct. , 

5. The traveler must sign the form, along with the Principal Investigator. S

deide-rduvm: Tk traveler -

Lk Princial Investigator

Ine ttof discors context=o'-"

discourseframe: dgnlag.ev .t
theme: the-form
immediate-focus: the-traveler S
rheme: ). x (x sign THEME) (traveler and P1.)
mode: ACKNOWLEDGE-CORRECr-NFORMATION -

EXPRESS-MODIFICATION
• -.p• .'. ,

USER: 6. Those are the only 2 signatures required, unless it is foreign travel.

Unresonl frm t "o Iki ......
pronomhWa-reen: Those

it

InteEZ io 2f discourse context: S S

theme: the_2.igntures
immediate-focus: 2.signatures
rheme: X x ( x is required )
mode: EXPRESS-MODIICATION

EXPRESS-RESTRIrLTON -
pr.osminal-ramoutio: Those :== ilging-evmt

it : travel-event
S . % *

$1gw 5: Dbcrou varlables (part 2).

• ' .-. .

Analysis of lines 5-7 in Figure 5 shows the role of the discourse processor as a

"deep interpreter." For instance, a word such as "form" of line 5 cannot be S

recognized by a sentential parser as referring to the "travel authorization" in line 1,

unless an interpretation of "form" in line 1 had been stored as a part of the -

discourse interpretation of line 1 [Sidner, 1983]. Similarly, the word "the" in front of

"form," "traveler" and "Principal Lnvestigator" are recognized by the sentential parser
399
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USER: 7. If it is foreign travel, then the Dean and Provost's signatures are also required . -

p~roentitie =ftrne iWs a

anapbork-userence: also
4s I dmeme the Dean

the Provost

interpretation of discourse context:

mode: EXPRESS-CONDITIONALITY -"
" .,- .. °" -

Head antecedent (iF)

theme: travel
immediate-focus: foreign-travel
rheme: forcigntravel

Head consequent (THEN)

theme: sgnature
immediate-focus: D...andP's.agnature
rheme: -X x (x is required)
proaominal-resolutio.:it :== travd--eve.t
predikate-blndlng: signature :=- pilng-evewt
anaphoc-raolmlow.awlso := is also required

k reheseltation of L,.-,,-

mode: ACKNOWLEDGE-CORRECT-4NFORMATJON . -
SUMMARIZE-MODIFICATION
RESTATECONDITlONALrY S

pronominalization and anaphorization:
travelerandP_!:=- 2 signatures

D..andP'&.gnature :== 2 more . 0

Surface gneati•n

SYSTEM: 8. OK so we get 2 signatures if it is within America and two more
9. if it is foreign travel.

USER. 10. Right agair.

Interpretation of discourse context:

mode: ACKNOWLEDGE-CORRECT-INFORMATION

Figu' 6: Discourse variables (part 3).
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as usually referring to previously mentioned nouns, but since the referent entity is

not clearly represented, except indirectly in the case of the first, no binding is made "

to a previous noun? The discourse processor, on the other hand, has recorded that , "..

the topic of the conversation has not changed from the previous input and thus

"form" is interpreted as the same "form" as that stored in the discourse

interpretation for lines 1-2. In the cases of "the traveler" and "Principal

Investigator" the discourse processor held no prior mention of the entities, yet 0

because the reference is definite, the processor assumes that unique entities are

referred to and accepts the requirement of two signatures without any verification.

(The processor is not concerned with information verification.)

Interpretation of line 5 changes the discourse frame from time of submission,

in line 1, to the signing of the form, and further changes the immediate focus to *

the number of signers of the form. In line 6, .eference to "those" as a -'

demonstrative Noun Phrase (NP) confuses the sentential parser by a suggestion that it

refers to a previously mentioned noun, which is not the case. "Signatures" as an NP

has not yet been mentioned and reference to it is an example of a "deep anaphoric"

reference [Hankamer & Sag (1976, 1984)], where the antecedent is not present in the - '

same syntactic form. The obvious interpretation of this NP is as a pronominalization ~

of a "result nominalization" (i.e. the result of signing), anaphoric to the event of -"'- '.

signing, mentioned in line 5. The processor is able to recognize the relationship •

between the signing-event and signature based on a comparison of slots in the two

9 %- 0%

s Definite description containing rc ktivc .;Iauses, however, are interpreted by a sentential parser and
given a refsrence, s the retati - acts u a predication identifying the head. ..
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frames.

A second anaphoric reference is resolved in line 6. The "it" before "foreign

travel" refers to the entire travd-~ frame introduced in the first line of the

discourse. Because travel authorization is still the major discourse topic and because
k

the predication of the pronoun makes explicit reference to travel (i.e. foreign travel), " '.

the processor had no difficulty selecting the correct referent. "

A form of deep analysis of an antecedent group is required to interpret the

word "also" in line 7, Figure 6. This word functions in this context as a "predicate
.%. .. % '

anaphor," making reference to a previously mentioned event predicate - namely, "to .

be required." Interestingly though, the actual antecedent was not so worded in line

5, but was realized as "x must sign y." This deep anaphoric connection was made

by the processor through a similar procedure to that mentioned above for NPs. -

In line 8, the controller decides to acknowledge the user's correct utterance

and again the discourse processor is succinct in its response and summarizes on the

basis of the immediate focus of the previous utterance: number and type of modified * -

signatures to be collected.

44 Current status and condusions

The separate module: described in this paper are fully implemented, with the .

exception of the discourse processor, and the individual modules are being linked

together. The system can parse the user's input utterances and is beginning to reason

about the responses. ''
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Tough we have isolated some constraints to comprehend and plan discourse,
S

our knowledge of conceptual analysis and planning at the discourse level is presently

rather primitive. For instance, we do not understand how to represent a topic

through many views and modifications of focus, nor how to anticipate the

reoccurrence of an abandoned topic. Nevertheless, our handling of thematic and

rhematic distinctions over clusters larger than a sentence allows us to perform some'

recognition and tracking operations not possible before. For example, we can resolve

. pronominalizations and track focus of attention across sentences.

-- .

%

S - S... %
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0
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5.1 Arc

'p Speakers have expectations about listeners that enable them to produce -

coherent discourse. These expectations should be incorporated into machine tutors so
that they too can generate expectations about their student users. We intend to show --

how expectations can be used to anticipate a user's choice of responses based upon
the dynamics of the speaker/listener interaction. The paper describes a way to

'"'Tis work was supported in part by the Air Force Systems Command, Rome Air Development
Center, Griffiss AFB, New York, 13441 and the Air Force Office of Scientific Research, Boiling
AFB, DC 20332 under contract No. F3 .24-C-M00. This contrac t pports the Northeast

% . Artificial Intelligence Consortium (NAIC).
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formalize the constraints and operations in discourse and how to use these constraints
to transform interpretation and speech act knowledge into computational elements,
such as plans and rules. - U U

512 Discourse oven '""" "

One of the largest theoretical stumbling blocks in the deign of effective

machine discourse systems is the lack of an adequate representation or understanding • -

of discourse conventions. Human speakers employ subtle linguistic cues to shift topics .
A'..-:...

or provide supplementary knowledge. Listeners use these cues to set up expectations

about the unt .rlying structure of the discourse and to relate current utterances to

preceding ones. The listener's expectations are what the speaker tries to anticipate

and to deliberately control.

The aim is to build a machine speaker that represents these conventions and "

responds to its user based on inferences about a model of the user or the discourse

history. Early computer discourse systems controlled the flow of discourse producing

canned texts that were typically the same regardless of the user's knowledge or the •

discourse history. 1,2  More recent interface systems have begun to tailor their

-N responses to the user and discourse context.3 ,4 The basic problem in designing

machine discourse is how to make inferences about the user and how to have these

inferences govern the form of the text produced.'"

*We recognize that a machine cannot know with certainty what a listener knows, neither can a .'-.-
listener know what a machine kncm-s; a machine cannot be omnicient or clairvoyant. However, the
machine can deduce, on the basis of evidence, something about what the listener assmes. These
assumptions can be used to govern the form of the text generated.
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For instance, the adjustments that a compiaer haaor would make are dependent .

upon its specific experience with a student and a variety of experiences would lead

to a variety of responses. Thus we would want a computer tutor to interact with a

knowledgeable student in a way that is fundamentally different, both in style and

': content, from the way it would engage a confused one. It is not intended that the

computer simply produce correct answers in response to a student's wrong answers;
,."*.* .."

rather before responding to a wrong answer, the machine should resolve issues such 0

* as:

>> when and how to stop to explain the wrong answer;

>> whether it is preferable to explain the error or to stan a lengthy :.- .
exploration of the student's knowledge;

>> whether to allow uncertainty about the student's knowledge to persist
temporarily while it explores a potential misconception; and • - '

>> how hard it should work to understand why a student answered a
question incorrectly or how much effort should be exerted to resolve
questions about the student's presumed knowledge or misconceptions. "

Though many areas of research on understanding discourse conventions are *...,

interesting and several problems are ripe for a solution, we have focused on the role

of the speaker because we want to study discourse in the context of tutoring. In

tutoring, perhaps more than in other types of discourse, the speaker (the tutor)

chooses conversational moves based on the responses of the student. There are many

occasions in which a tutor will interpret what a student says and "read into" the

answer additional material to update his current model of the student's knowledge.

Based on these considerations, a human tutor would adjust the discourse; a machine

tutor should do the sanx. Tutoring provides us with a rich, well-contained field in 0

which to study discourse conventions from a speaker's point of view. .... ,
408
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A second reason to work in tutoring is because of the wealth of research on

language and tutoring in our environment at UMass. One research effort has focused
,.- - ...

on natural language comprehemon, 5 ,6 generation,7 discourse control, 8 and legal .

reasoning.9 Another effort has focused on tutoring discourselO and a related effort at

Yale has focused on student errors1 and the learning and teaching of Pascal looping . -

constructs. 12 ,U As a result of this extended research environment we have been able - -

to formalize knowledge about human tutoring protocols, understand the epistemology

of Pascal looping constructs and have a realistic way to accumulate a rich model of

the user. Therefore, we have a domain where the system can select the appropriate

content to discuss with the student based on an understanding of its audience, in

addition to in-depth knowledge of language and tutoring.

This paper discusses several research areas being pursued, including problems to

be solved, recent research in the area, and conclusions that might be drawn about

discourse conventions as a result of our studies. It also presents an example of how

this computational modelI is being used to build a robust tutor for Pascal

programming. Some of the research areas to be discussed are:

o discourse control - how to focus on appropriate topics, errors or
examples; • 0

o knowledge reresentation - how to create a data structure for the
codification and interpretation of utterances; and

o natural laneuage generation - how to produce appropriate text for the *
situation.
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5.3 Oaltatlive MmOLin about discune " - "

Discourse is often described in qualitative terms:

"the wpaaker s PhIt-fu[abrupt] [angY]"

"the student was [confused] [unprepared] [sharp]" •

"the topic was [important] [understood] [trivial" :

Awareness of the effect of an utterance on the overall interpretation of the discourse .,..'.-

0
is also described in qualitative terms such as:

"the example was useful"

"the argument was weak"

Figure 7 contains other analyses of discourses from a psychologist, computational .. %

linguist and psychiatrist. In each case, the researchers have teased out implicit rules .-

of discourse based on how a speaker should interpret his listener's level of

- knowledge or understanding. The impact of these rules suggests that people would be

better speakers or tutors if they followed implicit rules. To represent these rules in -

the machine tutor and to enable it to demonstrate the same aspects of good

discourse conventions alluded to in the analyses, is the present goal of our research.

Toward this end, we have begun to capture several of the features we

recognized in the analyses of Figure 7. For example, the analyses refer to inferences

(in italics) about the student's prior knowledge, or the "mutual" knowledge of the

two conversants. Our system will recognize qualitative inferences such as when a --

%pik is generally known, *student has background informatom, or *tudent is

confumed.

410 " .
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From Anal and Synthi 2 Tutorin Discourse...

[A tutor] builds on what the student already knows [and] can question him about
his previous knowledge. Then he can teach new material by relating it to that
previous knowledge [p# SO).

[A tutor) can respond directly to student errors,. .. question him to diagnose the
confusin and can provide relevant normation to straighten him out. [pg 501.

The question raised the issue of . . . moving [the discourse] to a deeper level of
analysis than made so far [pg 67].

From Plain Soaking: I S 2f Sontaneous Dis :15 -

Much of the implicit knowledge speakers and listeners share is knowledge of the
particular components 'of various conversational moves - what kinds of utterances
must be made in order to fulfill various discourse functions [chapter 3, pg 1].

From Parental . municat.on D And Sc Cognitive-Develootental
Anlysiq:16

A failure on the part of the speaker to establish and maintain a shared focus of
attention with one's listener [pg 68].

A tendency to equivocate concerning one's commitment to one's statements and a
tendency to vacillate concerning the content of one's statement [pg 68).

A lack of specificity with regard to the referent, unexplained contradictions . .

inappropriate responses sugestive of a failure to grasp the intent of a question by
the interlocutor [pg 62].

[A failure] to take into account the cognitive needs of the listener [pg 62].

Fgum 7: Analym of dacoum emvmtiom from the Ulteratum--

Also represented in the analyses are qualitative inferences about knowledge,

particularly mutual knowledge:

"what the student already knows," -"'-'" .. "

"deeper level of analysis," -. *...

"shared focus of attention."
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These inferences are not defined or explained in the analyses and their casual use

suggests a degree of subjectivity about quantities such as "knowledge," "confusion,"

or "attention." In addition, to understand these metrics the reader is expected to

understand processes such as "bddInS on what a student knows," "raising issues," and

"establishing a shared focus of attention."

Representing these complex discourse conventions and metrics requires using

qualitative expressions of knowledge. There is evidence from other fields that 0

qualitative reasoning and representations are useful: e.g., teaching, 17  Artificial

Intelligence (Al), 18 and the domain of physics.19 Tracing qualitative inferences in a -

discourse model will be relatively intractable, compared with, for example, tracing

speech acts. Qualitative inferences will be multiplexed between and within other

streams of inferences, some being initiated or continued while others are

simultaneously being started. The result is that the intent of a particular stream of

inferences can become confounded. Yet, we suggest that it is worth the effort to try

to make qualitative inferences because they provide a more powerful representation •

of the intention of the speaker than do speech acts. In particular, they are more

predictive of subsequent utterances and can be used to propose and elucidate a ,:'..':. ,-

speaker's intent or the direction of the discourse. We suggest that tracing "

implications to evaluate the effect or goal of a discourse provides a sound

framework for understanding discourse.
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SA Maxims of tutoring

We suggest that tutoring consists of following certain maxims of discourse

conventions (in the same sense used by Gricel) and we analyze research such as

that in Figure 7 to identify these maxims. We expect to be able to evaluate the .

reasonableness of the tutoring discourse we produce by recognizing whether the

maxims are satisfied. In this section we define some tutoring maxims and outline

how we intend to monitor discourse based on a notion of maxim satisfaction. -"'-

In order to model the qualitative effect of -utterances we first define

conversational movel as groups of utterances that have the same rhetorical .

effect, such as question topic, summarize topic, acknowledge correct answer and

provide example. We suggest that a tutor's choice of conversational move indicates

his (its) "intention" in the sense that a move sets up expectations in a listener. For

instance, a conversational move such as make accusation typically would elicit .

negative responses from a listener. For instance, consider some queries a tutor might

pose to a student about loop execution in a Pascal program, as suggested in Figure

8. Each sentence has a similar locutionary force, yet each conveys a different

intention on the part of the speaker. Further, there is a continuum such that a

tutor may couch his statements at any place along the higher end. The implication

drawn would be of close attention, even commitment, to the student. On the other

hand, a statement at the lower end would imply non-commitment, non-involvement

and possibly antagonism. Relative to the four utterances above, we say that use of

a phrase representing a certain point on the scale implies that the tutor chose = to "-_

phrase the utterance by another expression lower on the list. This reasoning on the

413
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(provide-example) I
If the input is 10, how many times would your loop execute?0

(question-fopic-value)
Do you know how mnany times your loop would execute?

bet you don't know how many times your loop will iterate.

(make-an-accusatioz)
You couldn't possibly understand loop execution.

Fgre 8: Reading impLications from utterances.

part of the listener is licensed by the Gricean~o maxim of manner. Onice has

*defined very general maxims for discourse, that are evocative, yet not detailed VW

enough to provide a basis for a computational theory of discourse by themslvs

Our goal is to propose a computational model of tutoring discourse that -

elucidates and refines these maxims and links them wit specific conversation moves. .

ltimately inferences about conversational moves will be used to guide the system's

* choice of utterances. The tutoring maxims that we propose are derived from

Gricean maxims for discourse and are tailored for tutoring. They include:

Quality: be committed and interested in the student's knowledge;

be supportive and co-operative;

do not take the role of "antagonist"

Quantity: be specific and perspicious; . .-

use a minimum of attributes to describe a known concept;
0*.

Relation: be relevant;

find a student's threshold of knowledgc; .

bring up new topics and viewj onts as appropriate

4 F40
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Manner: be in control;

allow a student to determine a new topic;

allow context to determine a new topic.

Figure 9 further discriminates these maxims in terms of move-classes that

support each one. Maxims are listed on the left and the sequence of move-classes

that supports them on the right. By being attentive to moves during discourse, a

system can monitor its own behavior and guide subsequent moves so as to be S S

consistent with the maxims of good tutoring. The system can identify maxims on
*r ,. %-'..

the left, and invoke the move-class on the right that are associated with them. For

instance, if the system plans to be more organized, it can outline topics, introduce - -

topics, terminate topics, and then review topics. Alternatively, if the system needs to --.

record the "effect" of its actions on the listener, it can list the actions taken by the r W

tutor and determine if its own actions are consistent with certain maxims. For

instance, if the interaction with the student could be described as an ordered set of

utterances, such as question student, acknowledge axtwer, propose mlacoiracepton, and

provide example, the overall effect of the actions could be to determine the student's

threshold of knowledge. Whether or not that threshold was determined is a -

non-trivial, and as yet unanswerable, question. -

The table in Figure 9 can be read in two directions: from left to right it -

allows the system to select a maxim and plan subsequent tutoring discourse by

invoking the associated sequence of move-class; from right to left it provides an -"

abstraction of the system's activities so that the effect of the system, in terms of the

expectation of the listener and the maxims of good tutoring, can be expressed.

415
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Be co-operative.:. ,

-work with student
explain topics
sumtnarize topics
clearly terminate topics
review or repeat topics
release control of dialogue

Be committed:
--show interest .

acknowledge answer
explain topics

--support student
outline topics
introduce topics

Be relevant:
-find studens threshold

question student
evaluate student hypotheses
propose andj verify mIisconlceptions

-teach at threshold
provide analogy example
summarize topic

Be organized:
-.structure domain

outline topics
introduce topics
terminate topics
review topics

-complete information
clearly terminate topics
teach subtopics after topic
teach attributes after topic
teach subgoals after goal

Be in control:
-strictly guide dicourse

introduce topic -

describe topic
question student

Figure 9:. Tutoring Madnu supported by .iove-da.

416
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5, Maxim and M, v,,--M

In order to computationally associate maxims with sequences of move-class, we

need to make inferences about the qualitative effect of each move-clas on the

discourse. To do this, we suggest the effect that each move-class has on discourse L

entities, such as topics or a student's knowledge. Each conversational move is

defined as a data structure and two inferences are made from it. The first inference

or implication"2 0 is linked directly to a move-class. It represents an assessment made

about the move-class itself and is fixed and non-negotiable. The second kind of

inference or global implicaion is linked to indirectly on sequences of move-classes. It I 0

represents an inference made about the effect of several move-classes and is volatile

over the life of the dialogue. Global inferences are dynamically modified by the

sequence of move-classes. Each inference type is discussed below.

5.5.1 Implications

Implications are bound to the move-class itself. They exist independent of the

"truth" or "meaning" of the utterance and define what the listener receives in

addition to the spoken words. In our model, a qualitative implication bound to the

move-clan is placed on a stack whenever its move-class is invoked. Figure 10 lists

the implications bound to two move-classes, quesion topic and present topic. For -

instance, if a tutor questions a student about a topic, the implications of this are
,-.- .-. .

that the tutor 1) knows (or is trying to learn) the student's threshold of knowledge, .

2 An implication was originaUy called an implicautre by Grice and was attached to specific words,

not to groups of words.
417
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1) George went to jail and became a criminal.

2) Millie tried to swim the English channel.
, % . ._%

3) 1 have one leg. %

Figure IL Ilpikatiuz ID tesL

Implications, as we use them, define each participant's common-sense reasoning

about a conversational move. They include the desiderata normally accepted by a . •

rational discourser. We would like to think that implications embody a speaker's

motivation, intention, and involvement in the discourse.

552 Global implications

Global imolications are based on extended reasoning about sequences of

move-classes. They include assessments such as *studeat I Waufed, toplic I known

or *misconceptloa Is resolved and are modified with each new tutor/student

interactions. Global implications are uncertain and represent the system's best -',-'-

estimate about the state of affairs of knowledge of the student or topic at the

current time. Whereas, implications were known with certainty at the time a

move-class was invoked, global implications require reasoning under uncertainty to

deduce which one of a number of competing global implications might take effect. '

Reasoning with uncertainty must allow for the accumulation of support for or against

a number of global iL'-cations. . •

a, W
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Twr Do yo knwta RD nM i oto aibe

Tutor: Go o. kWhti thealu RAD gradie beor is aviontrol vrleonie3
Student: 9eM*

IMPLICATIONS
*topicis-genera~y...w

M L BLPCATIONS0

-Iolc..JLenerLoLy...uJo -S

Ttr htop ig.. Wh.at isunteralofgaeatrlvigheVIL lopinie13

Student: I don't know.

IMPLICATIONS
itelLtale-signs..ack-oL..knowledge o

-' ;'tudent-doe..not-know-the-.topic

GL40BAL IMPLICATIONS
'topic..6i%..n.student 's..threshold
'student/domain..disagreement
estudent-iLconfused 

.-

FIgure 1U: Aaalyd In a toloiag ItUractlo.

Figure 12 presents an example of bow global implications can be inferred over

the course of a tutoring dialogue. In the example, the tutor's goal is to determine

the breadth of ths- student's understanding of primitive topics about Pascal loops.

Th~ree questions are presented that might be asked of a student who had submitted

an incorrect PaSC3i program, Alter the first correct response certain immediate ".

inferences can be made; the student has definitional knowledge of the topic, the
.5- 420
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toicispuay eanal troghote efots(~e, exbok o lctrs) ad h

topic ws gened arnablektrough oaterl effotse, texbookroect ures),end the 

reinforced its initial evaluafion of the student's knowledge but now is licenced to

make more extensive inferences about the student or the topic. In this cawe, the

global implication might be that there is some agreement between the student's

information and the domain knowledge base. This inference is possble because

evidence from the additional correct answer provides support for the global -

implication.

"Stident-bate-tale-clgs-of4knowledge - airne student has indirectly used the topic.
*Stsdent-bas-dflnltlonal4kaowtedge - assume student knows the definition of the topic.
*Studmnt-habackgrouad4nformatio. assume student knows topic through prior experience.
"Student4...chely-tormag.kowlde* - me student is forming a model of the information. .
*Student-s-eonfnd - same student is confused.
*Stsd&W-knows-thetopic - assume student has used topic correctly.
*Student-understas - assume student understands the topic.
"Student/domain-agreement - assume agreement between student's knowledge and domain knos
*Student .-knowtedge-tkrebold..knowu - sasme student's threshold of knowledge is known.

Figure 13: Global impflctlom about a student.

The student's third response is wrong and the tutor now is forced to reverse

its current evaluation. After a single wrong answer, several immediate implications

are availa~ble since they are bound to the conversational move: either the student

does not know the material in question or he made a careless error. If we asame ~*

the former and recognize that the wrong answer came on the heels of two correct

answers, we have a more complex implication: now it is possible to say that the

topic might lie on the student's threshold of knowledge. This is because the student
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One of the primary objectives of this model isto use support for global

implications to influence discourse behavior. Discourse management is handled by an

ATN-like mechanism that allows both default and exceptional behavior.10 Default

behavior is based on traversal of the arcs of the ATN; exceptional behavior is 9 0

achieved by activated meta-rules that move the system from one set of discourse

states to a new set of states. Transitions within discourse states define the system's .,

default behavior. For instance, the default response to a wrong answer might be a S

two state sequence: ezplldily acknowledge incorrect anwer, foilowed by teach topic

attribute. This sequence can be abandoned if a meta-rule fires and replaces it with

a sequence such as provide example and questioo topic. A meta-rule is a structure

defined by preconditions, prior states, actions, and post-procesing actions (see

Appendix 1). Preconditions are largely built from global implications. Once a global

implication passes threshold and triggers a meta-rule, the discourse manager will move
.. " ." .. .

to a new state sequence by a method described in detail by Woolf and McDonald1 0 .

Discourse behavior is determined by meta-rules, which in turn are enabled by S

global implications reaching threshold. Global implications will reach threshold as a

result of support from the on-going discourse. The system supports global

implications in a process that is analogous to the read-eval-print cycle of LISP. The

top-level "thinking" of the machine is suggested in Figure 15. After a student

responds, implications from hi.. .ponse will be placed on a stack and certain global

implications will be activated. Giobal implications that gain support from the newly

activated implications are endorsea. ie., given reasons to be believed or disbelieved 2 1

The endorsements are associated with an applicability condition: "correct answer

indicates correct information," is always possible when the response is correct; -
423 *-, -. °
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STEPI: Tutor behaves according to default state sequence (consistent with
current implications). . •

A) generate text
B) parse student's response

STEP2: Tutor identifies implications of student's utterance and endorses
evidence for global implications - 0

STEP3: Some endorsed global implications may reach threshold.

STEP4: Global implications at threshold may trigger meta-rules taking
the system to a new state sequence. 1 0

9STEP5: Go to 1.
_4e

Figure 15: Steps to manage discourse.

"correct answer indicates a guess" is applicable when the response is correct but

earlier responses were wrong; and "could be a mistake" is applicable for any

response. Global implications that pass beyond a threshold level are viable ' -

assessments of the topic or student; they can be used to activate changes in the ,,'.--

system's discourse behavior. Some endorsements are positive, meaning they support '. -,

the interpretation with which they are associated. Others are negative, meaning they

provide reasons to disbelieve their associated interpretations.

In sum, the state of affairs of the discourse is given by support for or against

global implications. When evidence for a change in interpretation exceeds threshold

and the system has reason to endorse a new interpretation, it takes action and

changes its teac~hing strategy. Customized tutoring behavior is achieved through S

recognition of the effects of these global implications. " . .- -
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$.6 Promaed Ttorin Discourse

As an example of the kind of high-performance tutoring system we intend to

build using interpretation knowledge, we present a scenario of how our program

-" would tutor a student in Pascal. Figure 16 shows the kind of problem students

receive in our department's introductory Pascal course. Below the problem statement

is a program actually written by a student.

PROBLEM: Write a program that finds the average grade for a student who types
his grades in at the keyboard. After the last grade is typed in the student will type .
9999. Please print out the average grade.

1 Program Student29 (input, output);
2 Var .:
3 sum, num, grade, ave integer;

... ~4 Begin "' >'

5 sum 0=; -

6 num: 1;
7 read (grade);
8 while grade <> 9999 do
9 begin
10 read (grade);
11 sum sum + grade;
12 num :-num + I
13 end;
14 while grade- 9999 do 0
15 begin
16 ave := sum/num;
17 writeln (ave)
18 end;
19 end. 0

Figure 16: A Student Program.

..
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The program is syntactically correct but does not produce the desired result.' It

reveals; at least four underlying misconceptions about control variables, looping

constructs, and flow of control. Cognitive studies of programnming 1 ,2 suggest for

instace, that the student may believe that:

>> the order of operations inside the loop should be READIPROCESS
(a Pascal WHIL.E loop is designed to be PROCESREAD);

>> the value of a variable inside the loop is distinct from its value
outside the loop; -

d > the loop construct does not test the last value of the control-
variable; and

>> a single iteration of a sequence of commands requires a looping
construct.

There is evidence for each misconception.' The task of the discourse that the
- .

tutor engages in is to resolve the ambiguity among the possible misconceptions and

*to focus the discourse on the repair of a single misconception. The discourse in

*Figure 17 is an example of what we expect our tutor to do and how it might

unravel the student's misunderstandings arnd make him "verbalize" his malformed

ideas. In order to generate that discourse, the tutor:

3 he programis flawed in several ways. The valu othe-mad" command in line 7will not be
processed, because the 'mad" command in line 10 immediately rc-places it with a new value. The
seond loop will never terminate because the control variable "grade" is never modified inside the

tooe sbudey. Woeso 'r re that the valuenot asues till te seconabeoat thel exeouthe onlyt oope

and thvrefore does not have to be retested.-
426
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1. Tutor: Do you know that GRADE in line 8 is a control variable?
Student: Yes -

2. Tutor: O.K. What is the value of GRADE immediately before leaving the
loop in line 13? . ..

Studen: 9999

3. Tutor: Right, and what is its value immediately a leaving the WHILE
loop, in line 13?

Student: I don't know.

4. Tutor: O.K, suppose the valuesreadinwere 1 5 9 10 9999.
How many times would your WHIL loop execute?

Student: I don't know. Maybe 5 times.

5. Tutor: Well, what would be the value of GRADE immediately after leaving the
loop in line 13?

Student: I don't know. S

6. Tutor: You seem to have a misconception. The loop would execute 4 times. -

Although 9999 would be read inside the loop during the fourth iteration
and tested at the top of the fifth iteration, the entrance test for that
iteration would fail since GRADE is now unequal to 9999. The fifth loop "
execution would never occur and control would pass to line 14
immediately after the loop.

You probably assumed that the value of the variable inside the loop was
different from its value outside the loop. In fact, whether inside or
outside of the loop, variables in a WHILE loop have the same value. If
GRADE equals 9999 before the loop terminates, it will still equal 9999
after the loop terminates. Testing the value of GRADE immediately after
the WHILE loop is superfluous.

Now, let me give you a new problem: Compute and print the average 0

number of hours worked each day by a student employed during a
month if hours per day is typed in and averaged by the program.
Assume that hours per day are typed on a single line and followed by

Figure 17: Proposed tutoring discourse for the Program In Figure 9.

focused on several topics in succession (e.g., control variables and while
loops);

427.. .-.



" ~~~handled several errors (e.g., value the control variable and the number of-".-,.% _.
loop iterations); and

customized new examples to present to the student (eg., hypothetical, ....
program and a new problem). ":"'',,. , .

Note that in Figure 17 the tutor asks one question (line 1) to establish that

both it and the student share a common vocabulary about control variables. In the :::. :-.

next two questions (lines 2-3) the tutor asks enough questions concerning.:"".--..--

misconceptions about variable values and control flow to establish that the student ,.-: .

does, in fact believe that the value of GRADES is ot available after the first loop "''"""'

terminates. In line 4 the tutor presents some example input custom-tailored to the Vr. ,,.

problem and the student's history in order to verify its hypothesis that the student ",."''

did not realize that the value of GRADES was available after the loop exited. Based - -- ,

S -~ . , .o

on the student's response thus far the tutor (line 6) explains its diagnosis of the

misconception in terms of characteristics of the presenting program: GRADES had a --.. ,

value of 9999 when the first loop terminated and after it terminated GRADES Willthe- su t a. b

hd fadlin examples e a v eaure f the ro oe ad tte n be mof e

wok loieratins) Riand 2 toerheplntoswteape.Gnraig...-,

heustiz exa mples tol to ee n tt student's l evel of u.deprteical nowi th

bothind th e student opos h taoroend and vaularly abu or ol vrios. en the

misofction aout vxaiales vas andweu cnl blo to stabishnha the stdento

does, n fc eiv htth au fGAE isr ,0 avilbl afe h isoop
termain. In line 4teutor reseants soe eple inputo com-tired tote "',K '".v

• 0
prblman hestdnfahitoyinode t erf is-yot"s ha hesudn

. -' :% ._,. did€' not..-. ... .- ' reaiz that _ _; .' ... ,-.. th aleo GAE was avilbl after. the loop. exited. . Based.-.- -.-... -. -



genration in which new examples are generated from old primarily by

domain-specific modifications of existing examples. Some of these constraints are

generated by general principles uch as "Look at extreme cases," "Look at a smpler

case." Other containts will come from specific knowledge of an individual student, , 4

his context, past history, cognitive style, etc.

We have suggested a way to represent the implications and intentions of a

speaker as distinct from representing actual utterances. In our model, a computer ..,-.

tutor makes inferences about a student's knowledge or domain topics based on

constraints about the type of utterances spoken. Support for or against each

implication is given by the type of conversational move. The tutor's control structure

allows the systems to review or redirect the discourse based on the system's

evaluation of implications it can make about the student's knowledge or the topic.

We expect that evaluating implications will allow us to make predictions about -

managing subsequent discourses and judgements about the quality of the current

discourse.

4 •
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6. A knowledlebLd aoec to data manaeement for lntenifent user

,o .% .2 "

A KNOWLEDGE-BASED APPROACH
TO DATA MANAGEMENT •

FOR INTELLIGENT USER INTERFACES

Carol A. Broverman 0

W. Bruce Croft

Computer and Information Science Department '

Universty of Massachusetts 0
Amherst, MA. 01003

ABSTRACT

An intelligent user interface (POISE) is described that provides facilities for
defining and supporting higher-level user tasks. Although an object-based data model --

forms an important part of the POISE system, other types of knowledge such as
task descriptions and tool descriptions are required. The management of
instantiations of the task and object descriptions is a complex process because POISE .-
both predicts user actions and allows multiple, competing interpretations of user .-. :
actions. In this paper, we describe how the knowledge base (including the object
data model) is defined and used by the intelligent interface. We also describe an
implementation of the knowledge base in a frame-based representation language.
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The data models used in database systems provide languages for describing

objects, relationships between objects, constraints, and actions that are to be

performed on the objects rTSIC82]. A database management system manages the -

schemas defined with the data model and the instantiations of the schemas that result

from dynamic processing (i.e. the database). The object-oriented information that is

captured with a data model forms an important part of the knowledge required for

an intelligent user interface, but additional mechanism are required to describe and

manage other types of knowledge that are essential for this application. In this S S
S . -. -

paper, we shall show how data models and other types of knowledge can be

combined and managed to support an intelligent user interface.

Certain types of information systems can be characterized as consisting of a set

of tools that support user tasks in a particular environment. Office information

systems are a good example of this type of system and they have been used as the I @

major testbed for the intelligent interface described in this paper. The tools in

current office systems are designed to carry out simple tasks that are common to

most offices. For example, tasks such as communication, time management and I S

document production are supported by the electronic mail, calendar and text editor

tools. A more effective system would support higher-level tasks that are directly .-.. .

D 0
related to the goals or functions of the office. This type of task often involves . -

decision-making, complex sequences of actions, and interaction with a number of

other people. The inteLLigent interface described in this paper consists of formalisms.*

used to describe tasks and mechanisms for managing instantiations of these tasks.
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The main types of knowledge required for the intelligent user interface consist

of task descriptions, object descriptions and tool descriptions. These descriptions are

intimately related because tasks manipulate objects through the use of tools. For

example, the task of procenig orders in a particular company could be described in

terms of actions of form and mail tools on various form objects, together with

actions and decision points that have no corresponding tools. On the basis of this

task description, the intelligent interface would, in effect, provide a "virtual" tool

that could support the order processing task. By separating task descriptions from

tool descriptions, the addition of new tools will affect only the way in which a task

is supported, rather than the description of a task. This divison between task and

tool descriptions is analogous to the separation of logical and physical levels of

description in data models. 0

Task descriptions in the intelligent user interface play a similar role to

application programs in typical database systems in that they refer to objects defined

in the knowledge base "schema." However, in contrast to the very structured nature ".--. .

of the algorithms specified in application programs, task descriptions often have steps

that rely on the problem-solving abilities of the person(s) using the system

[FIKE80,BARB83]. Task descriptions are constantly subject to change, both at an

organizational level and by individuals. Task descriptions also represent only a

typical way of carrying out a task and many exceptions are possible. The type of <

support provided by the intelligent interface depends on the amount of structure in

the task involved. Generally, the interface can automate the more structured parts of ".,-.-

2 a task and provide assistance to users for the less structured parts [CROF84]. -
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In the next section, we give an overview of the POISE intelligent interface and
* 6

its capabilities for task support. The third section contains a more detailed discussion

of the types of knowledge used in POISE and the relationships between them. In . "

particular, we discuss the role of a data model in the overall knowledge base and

how constraints can be specified in both the object and task descriptions. During the -,

operation of POISE a variety of task and object instantiations are created to record

the current and predicted states of user activities. -The management of these S

instantiations is the subject of the fourth section. Finally, we show how the

knowledge base, including the data model, can be implemented using a frame-based .

representation language. ,- --.

6.2 Overview of POISE

The POISE system provides task support on the basis of hierarchies of task

descriptions. The task descriptions specify the typical steps involved in the task, the •

objects that are affected by the task, and the goals of the task steps. The ability to

combine recognition of user actions and planning using the descriptions and goals

gives POISE great flexibility in the type of task support it can provide. 0 -

A simplified diagram of the main POISE components is shown in Figure 1.

The knowledge base, which is the main subject of this paper, conssts of two main ,....

parts. The first part is the relatively static description of the tasks, objects, and tools

in a particular environment. This part of the knowledge base also contains the

dictionaries and other information used by the natural language analysis and

generation components of the system.
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KNOWLEDGE BASE

TASK DESCRIPTIONS INSANTATIONS -

OBJECT DESCRIPTIONS

TOOL DESCRIPTIONS O

NATURAL LANGUAGE TASKS, ORJECTS
DICTIONARIES

KNOWLEDGE BASE MANAGER

FOCUSER ICONTROLLER

PLANNER, RnTERRErER

NL TOOLS

USERS- MONITOR TOOLS

POISE .

Fgre IS: The POISE Inteftient Interface.

The second part of the knowledge base conitains the instantiations which
0

describe the dynamic state of the system. For example, in the static part of the-

knowledge base there might be a task descuiption for firlg out a purchase order

form. There would also be a description of this form as an object type and its

relationship to other form objects used by the system. After a user had started to

fill in a particular purchase order form, the dynamic part of the knowledge base

would contain a partial instantiation of the "FilLouLpxucase-order-form" task with

values derived from the actual values filled in by the ur. There would also be an

instantiation of the database object that represents the actual purchase order form. -

The instantiations in the knowledge base are generated and used by other

POISE components such as the interpreter and planner. The knowledge base -

manager controls access to the knowledge base and provides the operations needed to
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manipulate the knowledge.,"--,"" j '..-,-

The monitor provides the interface between the user, the tools and POISE. It is

*, designed to allow the user to interact directly with "off-the-shelf" tools or to interact t, '-. .

with tools through an interface specified within the monitor. This design avoids

simulating within POISE the sophisticated interfaces of some tools, but enables the

system to understand user actions. The tool descriptions, which are used by the

monitor, define how tasks are implemented with the tools.

The other major components of POISE are the focuser, imerpreter and plamner. ..-.-

The interpreter is responsible for interpreting user actions in the context of the task -'

descriptions. Since there may be multiple, concurrent, and competing interpretations

of actions, the focuser is used to choose the most likely interpretations and to

control the system's actions [CARV84. The focuser must also provide a mechanism

for backtracking should a user action or user error result in incorrect interpretations.

The planner is similar to the focuser in that it manages interpretations of user

activities. However, in tontrast to the focuser's emphasi4 on the recognition of user -...

actions, the planner takes stated task goals and directs the user through sequences of ...- -

actions designed to achieve those goals. The focuser, interpreter and planner must . .-

work in close cooperation for the system to be able to make predictions when

attempting to recognize user actions, or to interpret user actions during the

planner-directed execution of a task.

Both the interpreter and planner are aided by the constraint propagation which

occurs during the execution of a task. Specific user actions apply constraints to the

general task descriptions. Constraints also hold between steps specified in task *-

descriptions and this information is used to propagate constraining parameters
3- 439
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throughout the executing task.

As stated previously, the main emphasis of the discussions in this paper is on

- the knowledge base and bow it is used by POISE components such as the focuser,
S .'..

interpreter and planner.

6,3 're Knowlede Base"

Tasks, objects and tools are represented in the knowledge base using different

-* formalisms. These formalisms capture different, though related, information that is

. used by the intelligent interface. The following sections contain a discussion of each

. formalism and the type of information represented.

6.3.1 Task Descriptions

In order to represent the possible sequences of concurrent actions in a task, we

are using a modified version of an Event Description Language [BATE84]. An -

example task description is presented in Figure 2. The algorithmic syntax of the

procedure is specified by the IS clause, modified by the COND clause, and has its

parameters defined by the WITH clause. The conditions required by a task in order

* to begin are specified by the PRECONDITION clause while the goals satisfied by a

task are contained in the SATISFACTION clause.

The IS clause of the task definition provides a precise way of describing the

standard algorithm for accomplishing a task in terms of other tasks and primitive

operations (tool invocations). The sequence of constituent tasks is specified using

regular expression operatcr, for example, Catenation (') and Alternation (I). ,

4400
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PROC Purchase items P-.-.I

10 0

DESC Procedure for puchasing items with non-state funds.

IS Receive-purchase.reques
" (ProcessLpurchaseorder I Process..purchase-requisition)
" Complete.purchase .

WITH *Items
*Purchase.request = Receive-purchaserequest.*Purchaserequest
*Purchase.order = Process-purchaserder.*Purchaseorder-form
*Invoicemai f orm = Complete..purchase.Invoice-mailorm *
*Purchase.equisiticn =
Process-purchase.requisiton.*Purchase.requisition..orm

COND IF .Purchase.request/totaLfield <= 250 -

THEN Processa.purchaseorder WIL,..EXIST I S

IF *Purchase.request/totalfield > 250 " " "," "
THEN Processipurchaserequistion WLL.k.EXIST

FOR-PROPERTIES ("totaLfield" "itemized.order" "vendor-field")
(*Purchase-order MATCHES *Purchase.request AND 5 •

*Purchase..order MATCHES .Invoice_.maiLform) OR
(-Purchase-requisition MATCHES .Purchase-request AND - -

*Purchase .equisition MATCHES .lnvoice..maiLform)

PRECONDITIONS - *

SATISFACTION sItems/status = delivered

Figure 19: An Fxample Procedure Spedlfkatfm. *

The example shown in Figure 2 is a "Purchaseitets" task. This task is a

typical semi-structured clerical task. The IS clause of this task specifies that after a - --* S

purchase request has been received, either a purchase requisition or a purchase order

is processed. The task is completed by the steps involved in the Complete.purchase

procedure. To get the details of the steps involved in the Complete-purchase task, *

we would have to examine the corresponding descriptions. The more detailed (or
441 ." - : ..- .
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less abstract) tasks contain links to the tools available in the system. The lowest

level procedures in this hierarchy correspond (approximately) to tool invocations.

The attributes of a task are defined by the WITH clause. Task attributes may

be constant values, associated object,, or attributes of constituent tasks. These --"-'4
W .

" ~~attribute- 0-.-cribed by the WITH clause of a task may then be used by higher level '--.",-

subsumr, tasks. In the example, the .Purchase..request object attribute is obtained "

from a parameter of the Receive..purchase.equest subtask. Note that a reference to -

an object is marked by a precedii-g asterisk.

Constraints may be placed upon the values of task attributes and the

relationships between task attributes. The COND clause is used to describe these

constraints. In addition to rules specifying restrictions on constant values of attributes,

the COND clause may also include rules establishing relationships between associated

object and/or task attributes. For example, in Figure 2 we see that among other

constraints, the *Purchase.requisition-form object used in the -"

Process-purchaserequisition subtask must match the *Invoice...maiLform object used

* in the Complete-..purchase subtask in terms of their total, itemized-order, and vendor

fields. COND clause rules may also be used to distinguish between two tasks where

only one of the two can occur (Alternation). In the example, the value of the

"totaL-field" of the *Purchase..request attribute determines which of

Processpurchaseorder or Processpurchase-equisition an occur as a sbtak.

Often a constraint (like the one just mentioned aboved) can be represented .

within an object description itself (e.g. a ".Purchase order-form" must have its -

"tota-field" less than or equal to MOO) instead of in the relevant task's COND

clause. However, additional power and clarity can -result from the redundant
442---
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expression of the constrainlt inl the task (as shw in Figr 2). Mash we
object-related constraints may be used to guide task choice, it is appropriate to S

represent them in both the task and object descriptions.

The COND and WrrH clauses, along with the temporal ordering constraints

found in the IS clause, describe the flow of objects between the subtasks of the

higher-level task being descnibed. The WITH clause depicts the vertical flow of

objects through the task abstraction hierarchy.

The POISE formalism also contains a description of the state of the knowledge

base that must exist in order for the task to begin. The PRECONDITION clause

specifies this set of conditions.

Upon completion of a task, certain conditions must be satisfied. This

information serves both as an aid to the planner and as an alternate means of

recognizing the completion of a task. The SATISFACTION clause specifies these

conditions on database state. The example task specifies that the items of concern

in the procedure Purchase-items must have been delivered when 2,e task was I 0

finished. Goal specification in terms of database state allows the interface to bypass

the usual mode of plan interpretation, which is based on a strict algorithmic ordering

of plan ubsteps. Each substep of the higher level plan (in this case Purchaseitems) .

may also be characterized by its goals (which contribute toward the highest-level

goal); together, the goals of the top-level plan and those of its substeps constitute an

implicit goal hierarchy.

%" %0 €%
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632 Object Descriptions
0

A data model for the office has been suggested by Gibbs and Tsichritzis re~dr

[GIBB83,GEBB841 It is an example of a semantic data model that was designed

specifically for the of fice domain. We have adopted a subset of the features in thisI-A

data model for the external representation of the objects in the POISE knowledge

* base. A summary of this subset follows.

An object tyeis the structural specification of a class of objects. The general0

*form of an object type definition is:

define object-type object-name

begin

properties: (property definitions)

constituents: {constituent definitions)

mappings: (mapping definitions)

, o

constraints: {constraint specifications)

end

The properties section defines the attributes possessed by that object. Properties

of an object type may be hierarchically decomposed. For example, a vendor object

may have an address as one of its properties. The address property may be

* decomposed into street and city, street may be further decomposed into number and

street name, etc. Each successive decomposition would be listed in the properties -

section of the object. Properties that are multi-valued are also easily specified.

The contnituents section describes an object in terms of constituent objects

rather than properties. Te mappings section defines relationships among the.

constituents specified in the constituents section. Therefore, a mappings section w

" ,.-.-A'

contrins:{costait pecfiato* } "..-'-..-.,-"-.'
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only be present when a constituents section is present.
I S

The constraints section is used to specify data type constraints on properties,

object type constraints on constituents and uniqueness constraints on properties and/or

constituents. 0

Specialization relationships are defined via a special declaration of the form

Object2 ISA Objectl, where Objectl and Object2 are declared object names. This . -

declaration implies inheritance from Objectl to Object2 of all Objectl's properties,

constituents, mappings and constraints.

In addition to object types, domains and triggers may be specified. Domains are

abstract datatypes which are used to define non-primitive data types. In the office

automation application, for example, dates may be a domain and its associated

functions would parse date specifications, modify them, display them, compute time S

differences, etc. Triggers are demon-like entities that carry out specified actions

* when certain conditions are met upon the invocation of specified database operations.

The use of domains has been presented as a declarative method for

representing constraints that are imposed on single properties. Triggers are procedural

rather than declarative, and they represent object-related constraints dealing with

relationships between different parts of a sngle object. Triggers are used for

, constraints that hold between one or more slots of a single object, or for other such

constraints which are more complex than simple data type specifications. They can I 0

also be used to implement simple tasks, such as sending mail out on a specified

schedule. The POISE system treats tasks implemented this way as part of the

available tool set.
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The object data model provides operations to add and remove object instances ..

in the knowledge base, to modify object instances, to retrieve object instances and to ..

define transactions. The use of transactions in a task-oriented environment such as
"%*, .5. °%

POISE raises some interesting questions. Tasks such as filling out a form could be

specified as transactions but, unlike the execution of an application program, a task

can be suspended indefinitely at any point by the user. The locks associated with

these suspended transactions could cause significant problems. Another problem is

that POISE provides assistance by performing constraint checking as soon as possible

whereas the normal definition of transactions can involve more than one user action "'

and allows constraint violation during the transaction. These issues are being

explored in the current application.

It may be possible to represent task descriptions as objects using the model just

presented. Substeps can be listed in the constituent section of the specification,

WITH clause attributes can be represented in the property section, and the COND-

0
constraints can be represented either in the conorauiu section or as triggers. The ':- '-:-

formalism would require extensions to allow for the representation of the .- ,-.

PRECONDITION and SATISFACTION clauses of the EDL task descriptions. '- ""

63.3 Tool Descriptions

The monitor acts as the POISE interface to the external world by performing

mappings between events in the user and task domains and events in the lowest level

of POISE task descriptions. It recognizes user actions on behalf of the planning and

interpretation components and performs actions at the request of the planner. The
.- ° o ,.

mappings between tool functionality, user actions and task descriptions constitute the
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tool descriptions that are defined whenever a new tool is added to the system.
% .. . ,,

The tool mappings can be quite complex; one can usually access a tool

function only through a pre-defined interface that was designed for human users. A -,

major part of the tool mappings are the functions that access tool functionality

through the tool's existing interface. The use of access functions implies that changes

to the tool set need affect only the tool mappings in the monitor, and do not affect

the POISE task descriptions.

A set of mappings is also defined between objects that tools know about and

objects in the POISE database. Tools manipulate objects and POISE maintains

instantiations of selected objects. If an object changed by a tool is stored in the

POISE knowledge base, the monitor informs POISE of the change. Note that these

mappings would not be necessary if the tool set and the intelligent interface were 0

designed as an integrated package. For examole, the forms tool in the current POISE -

system is implemented directly using forms and operators defined by the object data

model.

The lowest level POISE task descriptions, called primitives, have an important

role in the tool descriptions. The primitives define what user actions POISE will be "

interested in, and what tool functionality will need to be accessed by POISE.

Consequently, for each action corresponding to a POISE primitive, the capability

must exist for both recognizing and performing that action through the tool interface. 1 5

The POISE primiti',:s thus effectively describe the granularity of the tool -.

descriptions.
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The POISE interface is capable of running in two different modes: -. ,.-

interpretation and planning. While in interpretation mode (the start-up and default ..

mode in the current application), POISE maintains consistent interpretations or

integrated views of user actions as they are being performed. These interpretations

are represented by hierarchical structures of instantiations of static task templates. :. ,

That is, when a user action is recognized by the interface, a structure is created ...

which is based on the appropriate static task template; this structure is then

incorporated into a hierarchical interpretation. The instantiation will contain the

dynamically determined parameter values particular to that user action, as well as the .

static constraints found in the template.

The dynamic portion of the knowledge base contains all current interpretations

of user actions; some of which may have been desgnated as more likely than others - -

by the focuser as the interpretation proceu proceeds. In addition, as each new step

-" is taken by the user, POISE retains a copy of the previous interpretation in order to

facilitate backtracking in the event of an interpretation error.

The second function or mode of the POISE interface is to provide the
5-.- .- .- ,-

automation of user tasks through the use of the planning subsystem. The user is

able to request the system to carry out a task or a series of tasks by specifying a

higher-level POISE task (task-oriented planning) or by indicating conditions which

must exist in the dynamic knowledge base that would represent the completion of

the targeted task (goal-oriented planning). In the first case, the user may invoke the

planning subsystem to complete an existing (partially instantiated) task or to carry
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out a new task. In the latter case, the intelligent -interface is responsible for
1 0

determining the most appropriate way (e.g. sequence of POISE tasks) of achieving

the specified goals. For example, the user may explicitly request the interface to

complete the task of purchasing a desk once a purchase request has been received -

(task-oriented planning). The user could also specify the acquisition of a desk as a

goal, and the system could determine how to achieve that goal (eg. through an

instantiation of the PurchaseItems task).

An example snapshot view of the dynamic knowledge base (Figure 3) illustrates

some characteristics of procedure and object instantiation management. As procedure
* •

instantiations are created, object instantiations are also created to represent the -

associated database objects. These object instantiations are created by the POISE

monitor when a tool creates an object in the application domain. The object I0

instantiations created in this way are known as "base objects," and they uniquely

correspond to the real objects being manipulated by the user. "Base-object"

0 0instantiations are linked to the task descriptions which refer to them as well as to

related object instantiations. For example, a base-object may be connected to

another base-object which contains it.
9 0

In the example, we can see that when the user invokes the mail tool to read

his/her mail, the interface creates an instantiation of the Receivenformation

procedure, and POISE also creates associated object instantiations to represent the I. 0

Purchase.request-form and the Purchase request..maiLobject manipulated by the tool.

The database status of these objects indicates that they are base objects. These two
D 0

objects are linked together to show that the Purchase-equest-form is part of the

Purchase..requesLmaiLobject. 14:;;" "
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* with

epurchase..iequest - Receive4purchaseequest.Purchse...request

Purchase..order-form I~

RMEELPtMCASLAEQUMsT
with

*Purchase-.request Reccive-nformation.MaLLobject

*urchase-.request-maiLobject .1 ?urchase..orderjform .1

source: Jones vendor-field: Steelcase

destination: Barbara item-field: table

date: October 1, 1984 quantity: 1I.J

body: *Purchase-.request-form.1 total-field: 100

db-status: base-object 7db-status: predicted

Turchase..request~orm.1
vendor: Steelca.-

item: table

quantity: I

amount: 100

db-status: base-object

* Flgrire 20: simpLfIed example of Intantitiiow during task ezecutlo.
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A second type of object instantiation (in addition to "base-objects") are

"predicted" object instantiations. Predicted objects are represented in much the same

way as base objects, but they are conceptually different. Predicted objects serve as

placeholders for constraints auociated with an interpretation, and do not correspond ,,

to an object that the user (or tool) has actually created or manipulated. The

constraints embodied by the predicted objects are derived from the descriptions of

tasks making up the interpretation as well as from the object descriptions associated .

with the interpretation. The use of predicted objects provides additional guidance

during the parsing of user actions into consstent and-unambiguous interpretations,

and facilitates the propagation of constraints among related object instantiations.

Again looking at the example in Figure 3, we see that as interpretation

proceeds by abstracting unambiguously up to Receive-purhaseequest and *

Purchase-items, the object associated with the new instantiation of Purchase.items is

represented by a predicted instantiation, since this object has not actually been

created by a tool. However, the predictions of this object and the constraints it .-. ,.-.,.

embodies are recorded in the dynamic knowledge base.

In contrast to traditional database management, where the requirement is to

maintain object instantiations, the maintenance of a knowledge base for an intelligent

user interface involves multi-leveled demands. These demands include the

management of the base object instantiations, predicted objects, task instantiations, % %

and the relationships between all of these different types of instantiations. Also,

interpretations of instantiations exist as another type of unit to maintain, and the

knowledge base manager must handle multiple copies of possibly conflicting

interpretations. Many of these management requirements can be handled by
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representing additional information in the object data model schemas. For example, a

base object may have defined relationships to all predicted objects which may. , ,,

constrain it, and triggers may be attached to propagate changes directly affecting a

base object to its associated predicted objects for consistency checking.

6.3 A Frame-Baned Imulementation

Frame-based languages [BARR1] and other artificial intelligence representation ]

tools are appropriate choices for implementing the knowledge base described thus far.

These knowledge representation techniques offer a skeletal structure which is much .4, -

0
less restrictive than traditional data models, and offer the needed flexibility for .

representing a broad variety of types of knowledge and their associated constraints.

ii While a frame-based representation language can be used to represent the entire "

knowledge base, only the data model is currently implemented with such a tool,

,.- while the other sections are under development. The data model's view of an object

as an aggregate of properties or constituents is easily mapped to a frame-based view -

where a frame represents a concept as an aggregate of its slots. The frame-based

implementation of the object portion of the knowledge base is described in the

remainder of this section.

Object descriptions specified in the external language of the data model are

converted by POISE to the chosen internal representation, which is SRL (Schema

Representation Language) [WRIG83. SRL is a frame-based language that has been

a testing ground for exploring issues in inheritance. SRL was designed to allow

maximum flexibility in definition of the desired representation. "
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Some of the features that SRL provides are: multiple roles (and thereby "
* 0

multiple inheritance paths), multiple contexts, facilities for the specification of default

values, a search path specification language, demons, user-defined relations as well as

useful system-defined relations, and various accompanying packages such as a query

interface and some database utility functions. In the development of SRL, special '-..

attention has been paid to dealing with the problems of differentiating multiple-path

inheritance, allowing users to define their own relations and inheritance semantics, * 0

and allowing selective search specifications made by the user.

In our implementation of the knowledge base in SRL, we have used the !S-A
* S

link to define simple inheritance paths. Objects are implemented as "schemas" in

SRL, with the "slots" of the schemas corresponding to what the data model refers to .'-

as object constituents and properties. *

Constraints on property values are specified both declaratively and procedurally,

following the distinction outlined in the data model. Single-property constraints are

specified declaratively using domains. Domain definitions are embodied in a special " "

type of object. More complex constraints relating more than one property of an . -

object are expressed procedurally using a trigger mechanism (called "demons" in

SRL).

Simple data-type restrictions are specified by an "range" attachment to the slot
-. *. .... '*-

of interest, and SRL has a built-in mechanism for executing the procedural check p - I

corresponding to the declarative form whenever a value is put into that slot. More - -

complex data-checking, specifically that involving inter-dot dependencies, is performed

via a procedural demon mechanism. The triggers in the formal model are - ,-

implemented using SRL's demon facilit. Demons are attached to the slots of

% 3
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" ~concern, and fire when triggered by a specified type of access (determined by the,"..-',.-.

system designer). Demons are used in the current application for both complex

value-checking and automatic slot-fillin when possble. '# """

SRL offers rather complex facilities for specialized inheritance (other than the 2:: :;::-

traditional IS-A link) and additional type of inheritance links, which for the most "" -

part were judged to be too complex for the present application. An additional link '..

which is used is the insrtance link, which is similar to the is-a link in terms of

0

inheritance, but allows one to distinguish between the concepts in the hierarchy and...., "-"'"""""i
the actual world objects corresponding to instantiations of concepts.-" -',

§. Sumr

An intelligent user interface that can both recognize and carry out user tasks ""'

[::... requires complex knowledge representation and management techniques. A typical .:i:!!)i3........ .

'.. ~database system can only partially fulfill those requirements. In particular, a database .-. '

system does not provide. facilities for defining semi-structured tasks and managing the

,'- ~instantiations of those tasks that arise from different interpretations and predictions.-"-.'.

~~~~of user actions. The major components of the intelligent user interface knowledge .....- '.

Ii base (task descriptions, object descriptions and tool descriptions) can, however, be " "

' ~regarded as extensions of components of database systems (application programs and - -

schemas).

. ~~In the system described in the paper, form alisms for defining tasks and tools " """'

are combined with a data model for describing the objects they manipulate. .'-.',

mk ~Constraints can be related both to objects and to the way in which objects are used .. ,O.

'S

byconcer, aniewono tgeed tayk ad sscied oypeof aceu (etemind usdby ..he..-
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the focuser, planner and interpreter modules of the POISE system. A more

integrated and uniform formalism for the representation of objects, tasks and tools ,

may be appropriate, and is currently under investigation.
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7. POISE Granhical Interface for Task S fication

* 7.1 Introduction and Obiectlyes

The POISE graphical interface is designed to amplify a user's task of :, , .,.,-

specifying procedures. A "procedure" is a set of ordered tasks that constitute a ---'*:

higher level task. The interface addresses the general issue of how to specify

processes; it is not an interface for a particular domain of procedures. The major

advantages of using a graphical interface are its (1) suitability for temporal ordering,

(2) ease of learning and use by naive users, and (3) adaptability to different

*. procedure domains.

The interface satisfies several long-term user needs. First of all, it provides an

editor for the creation, modification and saving of procedure specifications.

* Secondly, it will eventually include a Procedure Library, which will provide an

overview and index of procedures' calling relationships and structure. Thirdly, it will

be capable of translating the graphical representation into sophisticated Event

Description Language expressions. EDL is the system's internal representation of

procedure specifications, which have previously been entered into the system via a S

LISP programmer. Finally, the interface will eventually allow the EDL files to be

retrieved and converted to graphical representations for the users' viewing.

These features are dependent upon several system features that are described

below. We begin with a top-down approach to procedure specification and a-mime

that libraries of information will be accessed during the users' interactions with the "

interface. These libraries would include: (1) object descriptions (2) system tools
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available for invocation, (3) user-defined tools, and (4) specified procedures. Pop-up

menus appropriate for selecting interface options and for carrying out the ,r,--

specifications will provide the user with easy access to the system. Simple - .- -.

error-checking will ensure that the user doe't inadvertently create procedures that -

violate certain constraints. Error messages, prompts, and status information about

current and previous contexts/operations will further guide the user. A mouse will

be used as a selection switch. S S

Finally, pilot-testing will be used to indicate whether our choice of graphical -

representations are clear and appropriate for naive users. We will also ascertain how

to best expand the interface capabilities to allow for complete procedure

specification.

7.2 Rationale for Imnlementation Decisios

72.1 Underlying Knowledge Representation

The key issue concerning knowledge representation was to determine which

frame-based system would be most appropriate for this application. The choices --

included the simple defstruct-based frames, a more object-oriented flavors-based .

system, or frame packages, either commercial or COINS-grown. This application

needs frames to represent relatively simple objects. In addition, because a concise .

internal representation could record the task specifications without saving the frame

arrays themselves, there wa. no need for frame cataloguing capabilities. These

factors led us to select the defstruct option, which is straightforward and convenient.
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The goal-frames are linked hierarchically by means of the operands slot. That .. '-

is, the elements of the operands slot of a parent frame are the names of the -,',,.

children frames of the parent frame. The name and icon slots are useful for

referring to and labelling the frames and their graphical representations. Finally, the S

X-offset, Y-offset, width and height slots provide physical information about where

. the graphical objects are to appear on the screen.

Because frames cannot be stored and accessed after the machine has been .

,"" cold-booted, and also because we were striving to generate EDL, an EDL LISP form -

seemed to be the most appropriate form in which to store the task-specification

.. information. EDL can represent a, complete as well as an incomplete specification.

Given A followed by (B shuffle C), the EDL postfix form is: (A I (B S C)) where

the I and S stand for concatenation and shuffle, respectively.

Examination of the EDL grammar is necessary to check for errors that a

" naive user might easily create. For example, in the DELETE-A-9I'EP function,

there is a check to eure that the deleted step did not leave a shuffle or an

alternate frame with only one component operand. This check is based on the

"" syntactical rule that shuffles and alternates must conist of two or more distinct .---

components. The multiple and optional occurrence relations also provide a place to

apply syntactical rules. For example, if the user applied the

OPTIONAL-RELATION (0 or 1) and then applied the PLUS-RELATION (>= 1) to •
i-.

an object, then the system should recognize that the STAR-RELATION ( >= 0 ) is

actually in effect. This transitivity effect is not implemented. See the Figure 21 for --- -.

a clear explanation of the frame slot and EDL conventions:
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Operator Meaning/Name Operator Code Graphical Rep. EDL Symbol ..
_ _ _ _ _ _ _ _ _ _ _ _ _ _I S

Sequential - Concatenation "
Order Unimportant = Shuffle S
One or the other - Alternate A .
Primitive P task icon

Number of Occurrences of a given step (within its temporal position):
Optional (0 or 1) opt-flag = T 0
Plus (>= 1) plus-flag T +
Star > 0) star-flag - T

Anatomy of a typical frame:
Name : name used to reference frame
Operator : relationship among operands
Operands parameters of the operator--ie. children
Opt-flag default value is nil
Plus-flag changed to T(rue) when # occurrences of . OStar-flag : a step is modified

Icon : abbreviated label for graphical representation
Width : based on fixed size primitives
Height : incorporates border offsets in case of 3 0

bounding box
X-offset Absolute offset from left-most graphical object.

This also incorporates width of concatenation
arrows. The offset is to the X Y coordinates

Y-offset : of each graphical object's upper lefthand corner. *

Figure 21: Frame Slot and EDL cowvmtom. " -

72.2 Graphical Interface Considerations

Several considerations were incorporated into the graphical interface. First of

all, the icons themselves were smplified visually from a previous implementation of

the system. Our intention was to make the icons easy to learn and remember.

While concatenation is intuitive, some examples might be helpful for the shuffle and

alternate relations. Another concern was that the interactive nature of the menus,
3 0

mouse-clicks and keyboad entries would facilitate task specification for the naive
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user. Such activities require the ability to undo actions and to check for user errors.

Finally, we aimed to create a layered graphical interface. This was advantageous

because of the many input/output difficulties we encountered with the LISP-listener

panes and with the permanent command menu. However, after we created the

underlying functionality of the interface, it was not so easy to attach menus and

mouse click methods.

4,. % -.

7.23 Machine and Language Used

Because of the transitional nature of the project, we worked in ZetaLISP on

the Symbolics LISP Machine. Due to machine availability, we later switched to the

TI Explorer. The rest of the POISE system is in the process of being rewritten in

Common LISP to be moved to the Symbolics LISP Machine.

73 Frame Tools. Utilities, and Demonstration.

73.1 Frame Tools . .

Frame tools involve getting and/or setting frame slot values. Sometimes this

involves changing a given slot value by a given offset. Other times a predicate

function checks for a certain slot value and returns T or nil. Sometimes

"linked-frame-shifting" is desired to reset the X-offsets after a frame has been added,

deleted, or combined with other frames. We include some miscellaneous LISP •

functions here that manipulate the value of the operands slot, for instance, without

permanently changing it. This is specifically used to make sublists that require

X-offset shifting.
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We chose to set the prefix ofallthe gensymed symbol names to TEMP. T1his,
* 0

proves valuable in NESTP, the function that tests whether a frame is a gensymed

result. 0

Finally, there are several versions of similar functions and macros that remain

available for future use.

73.2 Utilities

(1) Frames created by a defstruct can be viewed by the following:

(describe-defstruct actual -frame-name 'frame-cz inition-name)

e.g. (describe-defstruct purchase-item 'goaLframe) 0

(2) (SHOWER purchase-.item' essentially calls the describe -def struct

for goaLframe type frames.

(3) (SEETREE purchase-itemn) displays the purchase..item frame and then

each of the frames that are named in purchase-.item's operands

list.

(4) (Break "You are here test variables or pres resume to continue.")

(5) (SETXY 115 234) sets the global *mouse-xs and *mouse-y* variables,

respectively.

(6) (TELLXY) prints out the current values of the global variables,

*mouse-x* and .mouse-y*. SETXY and TELLXY can be used conveniently - .-..

to check the WHEEREXY file's functions.
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Ile WHEREXY file's functions determine the most specific graphic object that
.P •

contains the given X,Y position. During development, we set and checked the X

and Y positions via SETXY and TELXY. In the future, they will be set by a

mouse-clicks defmethod that affects the .work-window. pane, i.e., X and Y

coordinates, which will be grabbed from the mouse when it is clicked, wil be the 4
input parameters for the INNER-BOX function in the WHEREXY file.

We designed an "opportunistic" search strategy for the job of finding the

innermost box. The system can successfully recognize an X,Y location that falls

within a top-level primitive, compound, or nested box. This search strategy is

opportunistic, or best-first, in the sense that the next most probable box is probed

and back-tracking is done whenever the next box is found to be a dead end.

733 Demonstrations

Demonstrat.,- ns can occur at different levels of the interaction. One always

has the option to call the primitive LISP functions, or at the higher end, one may

simply call (INTERACT) and the entire task-query->display->modification and S

redraw loop->wrapup with EDL cycle will be conducted. At present, the .-

MOD-QUERY and WRAPUP functions need to be completed. In addition, there . . .,.-.

", is an 110 problem with LISP-listener in the graphics editor and LISP-listener window -.

on the Symboics. This problem can be circumvented by the protocol below.

Furthermore, the protocal exhibits all the functionality of the project.

(1) In a LISP-listener, type: (load "hillaryerviinitfileLISP")

to load in the eight program files. -.

(2) (make-gred) -> creates and exposes tht graphics editor -
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*"*From now on, the function call must be done from the LISP listener

pane of the graphics editor.

(3) (task-query) -> prompts user for original task specification

(4) (redraw) -> clear graphics pane and draws current task

(5) enter any low-level modification function

(6) (redraw) -> clears graphics pane and redraws updated task

(7) (wrap-up) -> generates EDL for current task * •

-- steps 5 and 6 may be repeated as many times as desired

Presently, typing (mod-query) will cause the modifications menu to pop up. , -

The program will await a mouse selection from this menu, even though it will not

do anything about the chosen entry.

An alternate demonstration is available by typing (TESrT), a canned .

sequence of specifications and modifications. One might need to setq -top-frames to

purchase.tem in order run the display functions. .-

The first area for expansion should be creating and making accessible a set of •

tasks from a Procedure LIbrary. This might allow for selection ano graphical

display, incorporation of a task as a subtask of a current task specification, and

exploration of hierarchical relationships among tasks. One might also tie constraints to

the frame structure.

. .
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It would be desrable to have the capability to interrupt specification of one -. "-,'.

task to specify another task, which then is, in itself, a subtask of the first task (ie.,

depth-lit and breadth-lst intermingled). This would undoubtedly require pop-up .-

windows for separate displays. *

Another area of future research should be how one associates meaning with

the icons. Some example specifications and modifications might be helpful in

addition to basic descriptions of the modification operators. Finally, we think it

would be ideal to include icons on the modification operators menu so that the user

has an easy reference to the icon-concept pair.
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